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Abstract
The major aim of this paper is to establish possible correlations between continuous sentiment scores and four basic acoustic characteristics of voice. In order to achieve this objective, the text of “A Christmas Carol” by Charles Dickens was tokenized at the sentence level. Next, each of the resulting text units was assessed in terms of sentiment polarity and aligned with the corresponding fragment in an audiobook. The results indicate weak but statistically significant correlations between sentiment scores and three acoustic features: the mean F0, the standard deviation of F0 and the mean intensity. These findings may be useful in selecting optimal acoustic features for model training in multimodal sentiment analysis. Also, they are essential from a linguistic point of view and could be applied in studies on such language phenomena as irony.
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1. Aims

Estimating the sentiment value of a given linguistic expression is typically performed on the basis of its written representation. Additionally, in the approach called “multimodal sentiment analysis” (see Section 0) other “modalities” are used, such as visual and acoustic content. This article focuses on the acoustic aspect, which has not been properly investigated from the linguistic point of view. The lack of such research may result from the engineering approach followed by specialists designing sentiment analysis software. It is paramount for such computer programs to perform well, and theoretical investigations on the subject are of secondary importance. Additionally, in many cases programmers have limited linguistic knowledge and, on the other hand, linguists are unable to use software packages without graphic user interfaces. As a consequence, proper theoretical investigation of the subject is not undertaken by either of the two groups.

The present article seeks to fill this gap by exploring possible correlations between continuous sentiment scores and four basic acoustic features: fundamental voice frequency, the variability of the fundamental frequency, voice intensity and the variability of voice intensity. Even though this analysis should be treated as preliminary and more research is needed in which other acoustic
characteristics of voice would be analysed, the results could be useful for programmers dealing with sentiment analysis. Furthermore, the findings of this study shed light on the purely linguistic question of how semantic content may affect articulation.

2. Background

Sentiment analysis deals with “the polarity of an opinion item which either can be positive, neutral or negative” (Borth, Ji, Chen, Breuel and Chang, 2013: 223). Hutto and Gilbert narrow down the meaning of the term to “an active area of study in the field of natural language processing that analyses people’s opinions, sentiments, evaluations, attitudes, and emotions via the computational treatment of subjectivity in text” (2014: 217). Likewise, Pang and Lee describe it as “the computational treatment of opinion, sentiment, and subjectivity in text” (2008: 10). The topic is currently widely discussed in publications on natural language processing, and several reviews summarizing the literature on sentiment analysis are available (e.g. Liu, 2012; Liu and Zhang, 2012; Pang and Lee, 2008).

As outlined in Stolarski (2021), one may distinguish two main categories of tools for performing sentiment analysis. Firstly, a number of software packages make use of the “machine learning approach” (Ribeiro, Araújo, Gonçalves, Gonçalves and Benevenuto, 2016; Taboada, Brooke, Tofiloski, Voll and Stede, 2011). Such programs involve classifiers build on the basis of labelled training data. They are useful for specific types of texts because they perform well in the domain that they were trained on. Nevertheless, they are much less reliable in other domains (Aue and Gamon, 2005) and they do not cope well with negation or intensification (Taboada et al., 2011). An alternative approach involves “sentiment lexicons”, in which individual words, or sometimes phrases, are assigned sentiment values. These values could be categorical, as in the NRC Emotion Lexicon (Mohammad and Turney, 2010, 2013), or continuous, as in those lexicons tested in Stolarski (2021), e.g. the NRC Hashtag Sentiment Lexicon (Kiritchenko, Zhu and Mohammad, 2014; Mohammad, Kiritchenko and Zhu, 2013; Zhu, Kiritchenko and Mohammad, 2014), the Sentiment Composition Lexicon for Opposing Polarity Phrases (Kiritchenko and Mohammad, 2016a, 2016b), the SenticNet project lexicon (Cambria, Poria, Bajpai and Schuller, 2016), the SentiStrength lexicon (Thelwall, 2017; Thelwall et al., 2013; Thelwall, Buckley and Paltoglou, 2012; Thelwall, Buckley, Paltoglou, Cai and Kappas, 2010; Thelwall and Buckley, 2013) or in the VADER lexicon (see Sections 0 and Appendix). Tools using this methodology are usually more appropriate for general-purpose sentiment evaluation.

Although some sentiment analysis software packages are potentially more accurate than others, several benchmark comparisons have shown that no clear method is preferable for all possible testing sets (Abbasi, Hassan and Dhar, 2014;
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Diniz et al., 2016; Gonçalves, Araújo, Benevenuto and Cha, 2013; Ribeiro et al., 2016). As a consequence, the performance of a particular tool needs to be evaluated on the type of texts for which it is to be ultimately used.

The use of acoustic features is common in the so-called “multimodal sentiment analysis”. This is a special type of sentiment analysis which, in addition to textual content, uses other “modalities”. These include acoustic measurements (Aldeneh, Khorram, Dimitriadis and Provost, 2017; Govindaraj and Gopalakrishnan, 2016; Li, Dimitriadis and Stolcke, 2019: 2; Sheikh, Dumpala, Chakraborty and Kopparapu, 2018) and also visual content (Chen et al., 2017, 2017; Pereira, Pádua, Pereira, Benevenuto and Dalip, 2016; Pérez-Rosas, Mihalcea and Morency, 2013; Rosas, Mihalcea and Morency, 2013; Wöllmer et al., 2013; Zadeh, Chen, Poria, Cambria and Morency, 2017). The acoustic modality typically involves either several, mostly randomly chosen, acoustic cues, or sets of features assembled for specific tasks offered in software packages such as openSMILE (Eyben, Weninger, Gross and Schuller, 2013). These acoustic measurements, however, are treated as tools for obtaining more accurate results and are not really investigated themselves (for more details see the discussion in Section 0). This is true even for publications which seemingly focus on acoustic features. For instance, Mairesse, Poliﬁroni and Di Fabbrizio (2012) investigate the association between the results of a sentiment classification procedure and a set of “prosodic” voice characteristics. The summary provided shows that, indeed, the use of such features improves classification accuracy, but no details are given on the contribution of individual acoustic dimensions. The same is true for the analysis involving a set of voice features presented in Peng (2017).

Individual acoustic characteristics of the human voice have been, however, extensively discussed in relation to emotions. General surveys of studies dealing with this subject are provided in Frick (1985), Kappas, Hess, and Scherer (1991) and Scherer (1986). It is important to stress that affective speech is indirectly related to the major topic of this paper because some emotion categories may be interpreted as positive (e.g. joy or happiness), and others may be interpreted as negative (e.g. sadness or anger). As a consequence, one may formulate initial assumptions about acoustic characteristics of positive and negative utterances on the basis of the way some emotion dichotomies are conveyed acoustically. In the remaining part of this section, reports which deal with acoustic features and emotion categories relevant to the present study will be discussed.

The fundamental frequency is the most frequently described acoustic feature in relation to affective speech. In fact, the body of literature dealing with this particular topic is too great to be covered in detail here. Thus, the way the dichotomy “happy vs. sad” tends to be conveyed acoustically, as it is summarized in Stolarski (2020), will be presented as an example. These two emotion categories provide a good “positive-negative” contrast. It has been observed that the mean fundamental frequency tends to be higher in expressions involving happiness (Coleman and Williams, 1979; Collier and Hubbard, 1998, 2001; Davitz, 1964; Skinner, 1935), and lower in sad utterances (Fonagy, 1978; Huron, 2008; Huron,
Yim and Chordia, 2010; Leinonen, Hiltunen, Linnankoski and Laakso, 1997; Razak, Abidin and Komiya, 2003; Sobin and Alpert, 1999; Wallbott and Scherer, 1986). What is more, the variability of the fundamental frequency tends to be higher in expressions involving happiness (Breitenstein, Van Lancker and Daum, 2001; Fairbanks and Pronovost, 1939; Kaiser, 1962; Ladd, Silverman, Tolkmitt, Bergmann and Scherer, 1985; Wu, Zheng, Xu and Bao, 2006), and lower in utterances involving sadness (Breitenstein et al., 2001; Ladd et al., 1985; Skinner, 1935; Wu et al., 2006). On the basis of these findings, one may assume that the mean fundamental frequency should be higher in sentences with a high sentiment score, and lower in sentences with a low sentiment score. Likewise, the standard deviation of fundamental frequency should also be associated with similar tendencies. It should be higher in positive utterances, and lower in negative utterances.

As far as the intensity of sound waves is concerned, it has been reported that emotion categories, such as joy or elation, are frequently associated with raised mean sound pressure level (Bezooijen, 1984; Davitz, 1964; Höffe, 1960; Huttar, 1968; Kaiser, 1962; Skinner, 1935) and sadness or dejection with lowered mean sound pressure level (Davitz, 1964; Eldred and Price, 1958; Hargreaves, Starkweather and Blacker, 1965; Huttar, 1968; Kaiser, 1962; Skinner, 1935; Zuberbier, 1957). According to these results, one may expect positive utterances to have higher intensity of sound waves than negative utterances. It must be pointed out, however, that there is an alternative interpretation of these findings proposed in Stolarski (2020). Namely, shifts in sound pressure level could be dependent more on the intensity of a given emotion than on its kind. This line of reasoning is substantiated by the fact that emotion categories such as rage or hot anger are also associated with increased voice intensity (see the summaries in Kappas et al. 1991 and Scherer 1986) even though they may be interpreted as the opposite of joy or elation. This apparent inconsistency could be explained by referring to the model of emotions proposed by Plutchik (1980, 1997, 2000, 2001a, 2001b), in which rage is the same emotion as sadness, but it is more intense. In fact, the model treats some emotion labels as being on the same dimension, but differing in terms of intensity. This interpretation makes the predictions of acoustic characteristics of positive and negative utterances less definitive.

3. Methods

In order to accomplish the aims outlined in Section 0, a representative number of text fragments need to be assessed in terms of their sentiment value. Moreover, these excerpts must be read by a native speaker of English. Next, the resulting recordings should be analysed in terms of selected acoustic features. Finally, possible correlations between the sentiment values and the corresponding acoustic
values are to be investigated. The sections below explain the way in which these tasks are handled in this project.

3.1. Materials

The texts used in the present analysis could have been selected from a variety of genres, potentially involves differing degrees of sentiment value. The decision to choose texts from a novel was taken for several reasons. Firstly, there is a large selection of e-books freely available for download on websites such as “gutenberg.org”. Secondly, many corresponding audiobooks may also be found, so the additional task of recording someone’s voice is simplified. Finally, prose is usually associated with certain amount of emotional content, which adds to the value of this choice.

The text chosen for the present analysis is the novella “A Christmas Carol” by Charles Dickens. It contains 28,527 word tokens, which is a large enough sample for the present purposes. The text is available at “gutenberg.org”. Additionally, the corresponding audiobook may be obtained at “librivox.org”, which is a non-profit library of free audiobooks recorded by volunteers. In fact, the site offers as many as 11 different versions of “A Christmas Carol”. The one which has been chosen here is read by a male speaker of General American English. It was downloaded in 5 separate mp3 files, each one with a bit rate of 64 kbit/s.

3.2. Text tokenization

The text of “A Christmas Carol” had to be divided into semantically and prosodically independent units. Whole chapters and paragraphs would have been too long and such tokenization would also have resulted in a smaller number of examples for analysis. Phrases and single words, on the other hand, would have been too short. Moreover, in many cases, they are semantically dependent on the textual and situation context. This is especially true for function words. In addition, phrases and single words are not independent prosodic entities, unless they are pronounced in isolation. Consequently, the option chosen for this project applies tokenization at the sentence level. This level frequently correlates with semantic and prosodic boundaries, although longer sentences consisting of several clauses may exhibit articulatory characteristics similar to a set of shorter sentences.

The tokenization was performed in Python using the “nltk.tokenize” package. It was appropriate for narration, but additional processing was necessary for dialogues. The problem is presented in the example below:

“What else can I be,” returned the uncle, “when I live in such a world of fools as this?” (“A Christmas Carol”, Stave 1)
Scrooge’s utterance is interrupted by a narrator’s comment. From the orthographic point of view, the whole expression is one sentence, but semantically and prosodically we are dealing with two separate sentences. Such cases are relatively frequent in fiction and needed to be addressed. A similar problem was identified in Stolarski (2018). It was solved by writing an additional script in Python that divided such examples into separate parts. The same program was used for the current study. The script applies punctuation conventions used with dialogues in English. In the example above, the resulting units are:

1. What else can I be,
2. returned the uncle,
3. when I live in such a world of fools as this?

### 3.3. Text classification

Tokenization performed in the way specified in Section 0 makes it possible to categorize individual texts according to the pragmatic categories of meaning proposed by Huddleston (1988): statement, directive, question and exclamatory statement. In Speech Act Theory (Austin, 1962), these categories refer to the notion of “illocutionary force” and are prototypically associated with grammatical forms in the way presented in Table 1. These associations are encountered in direct speech acts but can be altered in indirect speech acts. The automatic categorization performed on the tokenized text refers to these categories of meaning rather than grammatical forms for the following two reasons:

1. The script which performed the categorization makes use of punctuation conventions of the English language. These conventions reflect categories of meaning rather than grammatical forms. For example, the question mark indicates that a given expression is meant to be a question, even if the grammatical form used is not an interrogative. In spoken language, this information is usually conveyed through an appropriate intonation pattern. Likewise, the exclamation mark signals that a given expression is meant to be an exclamatory statement, regardless of the grammatical form.
2. Meaning tends to affect prosodic aspects of voice more than grammatical form does. For instance, a text ending with a question mark will be read with one of the intonation patterns typical for a question, even if the grammatical form is declarative, imperative or exclamative.

Any textual units ending with a question mark were classified as questions, and any textual units ending with an exclamation mark were categorized as exclamatory statements. Unfortunately, there was no reliable way to discriminate
between the other two categories of meaning. Consequently, the categories applied are statements/directives, questions and exclamatory statements.

As will be shown in Section 0, meaning classification is very useful for the purposes of the present study. The acoustic response variables specified in Section 0 are affected by this factor to a significant degree, so a separate analysis for each meaning category is preferable. More importantly, however, this classification makes it possible to reduce noise in sentiment scoring. For instance, questions are not assessable as true or false and, usually, cannot be reliably graded for sentiment polarity. Therefore, excluding questions may result in more accurate sentiment values.

Table 1: Prototypical associations between grammatical forms and categories of meaning in direct speech acts

<table>
<thead>
<tr>
<th>Grammatical form</th>
<th>Category of meaning (illocutionary force)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declarative</td>
<td>Statement</td>
</tr>
<tr>
<td>Imperative</td>
<td>Directive</td>
</tr>
<tr>
<td>Interrogative</td>
<td>Question</td>
</tr>
<tr>
<td>Exclamative</td>
<td>Exclamatory Statement</td>
</tr>
</tbody>
</table>

Another group of examples which are problematic for the purposes of the present study are texts which involve negation. This concerns both “verb negation” (structures such as do not, don’t, hasn’t, etc.) and “non-verb negation” (words such as never, nobody, etc.), to use the terminology employed in Huddleston (1988). In sentiment analysis projects the issue was initially addressed by reversing the polarity of a lexical item (Choi and Cardie, 2008; Kennedy and Inkpen, 2005), but this approach has been shown to be fundamentally flawed (Kennedy and Inkpen, 2006; Kiritchenko et al., 2014; Taboada et al., 2011). Although later solutions, such as shifting the polarity by a fixed amount (Taboada et al., 2011), yield more promising results, negation is still a challenge in sentiment analysis and only some tools are designed to deal with it. The program used in the present analysis (see Section 0) is capable of processing texts with “verb negation”. It must be stressed, however, that the precision of sentiment scoring may be lower for such examples and, additionally, the program does not cope with “non-verb negation”. All this points to the fact that examples involving negation should be treated with caution. As a result, another python script was written which classified all text fragments according to whether or not they included negation.
3.4. Text sentiment analysis

As indicated in Section 0, there is a wide choice of software packages designed for sentiment analysis. Even though their performance tends to differ depending on a particular testing dataset and in validation tests no clear winner may be established, some are more suitable for the purposes of this study than others. The most appropriate sentiment evaluation program should be a general-purpose tool designed to deal with different types of text. This excludes software packages within the “machine learning approach”, which are usually used for conducting sentiment analysis on texts in a particular domain. Instead, a lexicon-based tool should be considered. The software package which has been selected for the present project is “Valence Aware Dictionary and sEntiment Reasoner”, or VADER (Hutto and Gilbert, 2014). It is especially attuned to social media contexts but may also be applied to other domains. Additionally, the program offers numerical scoring. This is particularly useful since it enables assessing the relative strength of sentiment polarity instead of just indicating that a given text is positive or negative.

The software is available as a Python library. Consequently, another script in Python was written in which each text unit obtained after the tokenization described Section 0 was assessed using VADER on a scale of -1 (very negative) to +1 (very positive).

3.5. Text-audio alignment

“Forced alignment” is the process of automatic synchronization of audio and text. It may be performed using various software packages, such as Julius (Lee and Kawahara, 2009), EasyAlign (Goldman, 2011) or Montreal Forced Aligner (McAuliffe, Socolof, Mihuc, Wagner and Sonderegger, 2017). The particular tool chosen for the present project is called “Aeneas”. It is a Python/C library which is designed to perform forced alignment at the sentence level. It supports multiple output options, including Praat’s TextGrid format. Consequently, the tool is optimal for the purposes of the present study.

Before performing forced alignment on the materials described in Section 0, some manual pre-processing was necessary. The audiobook of “A Christmas Carol” was downloaded in the form of five separate mp3 files, each referring to a separate chapter, or “stave”, of the novella. In each recording, the reader made remarks before and after reading the proper text. These additional comments were removed using Audacity (Audacity Team, 2014). Likewise, the text downloaded from “gutenberg.org” as a “txt” file contained parts which did not belong to the novella itself (e.g. general information about Project Gutenberg and a copyright notice). These fragments were also removed. Finally, forced alignment was performed on the text tokenized in the way described in Section 0.
3.6. Acoustic analysis

The acoustic features of speech which have been chosen as dependent variables are the arithmetic mean fundamental frequency (measured in Hz using default settings in Praat), the variability of the fundamental frequency (measured as the standard deviation of the fundamental frequency), the arithmetic mean voice intensity (measured in dB) and the variability of voice intensity (measured as the standard deviation of voice intensity). They will be abbreviated as F0, SD of F0, INT and SD of INT, respectively. There are two reasons why these features were chosen. Firstly, they are among the basic acoustic characteristics of the human voice, so their choice is appropriate for a preliminary study on acoustic correlates of sentiment. Secondly, as described in Section 0, in studies on affect vocalization, such basic features are of special interest as they are assumed to be potentially more influenced by emotions than many other features. Since studies on the vocal expression of affect are the major source of predictions for the current research, the choice of F0, SD of F0, INT and SD of INT seemed optimal.

In order to measure the values of these acoustic features for each fragment of the audiobook aligned with each tokenized text unit (see Section 0), a Praat (Boersma and Weenink, 2014) script was written. The script took the audio files downloaded from “librivox.org” and the TextGrid files generated using Aeneas (see Section 0) as input. The results obtained were saved as a “tsv” file. Finally, with the use of a new Python script, acoustic data were matched with corresponding numeric sentiment values that had been generated using VADER (see Section 0).

3.7. Statistical analysis

The database created for this project contains 2,271 entries. An example of the first 15 is presented in Table Błąd! Nie można odnaleźć źródła odwołania.. Each entry contains a text unit which was extracted from “A Christmas Carol” in the process of tokenization described in Section 0. Next, the illocutionary force is specified and the category “positive” or “negation” is given. The rest of the data are numeric. This includes sentiment scores obtained using VADER (see Section 0) and the values for each of the acoustic features discussed in Section 0.

The sentiment scores are treated as the only independent, or predictor, numeric variable. The acoustic measurements, on the other hand, are dependent variables, whose values are potentially affected by the sentiment scores.
The major statistical aim of this project is to investigate correlations between the sentiment scores and the values for each of the acoustic features. In order to choose optimal methods, however, the normality of the samples under analysis needed to be considered. Figure 1 provides histograms for all the numeric datasets used in the present study. It is clear that they do not strictly follow a normal distribution. Most of the sentiment scores obtained using VADER are slightly below 0, and the distribution of more negative and all positive values deviates significantly from the Gaussian ideal, indicating a leptokurtic distribution (the value of kurtosis for this dataset is 3.0406). Additionally, the results of both Shapiro-Wilk (W = 0.93127, p-value < 0.0001) and Anderson-Darling (A = 89.45, p-value < 0.0001) normality tests indicate that the sample does not have a normal distribution. The histograms for acoustic measurements resemble a bell-shaped curve. Nevertheless, their distributions are visibly skewed, either to the right (in the case of F0 and SD of F0), or to the left (as in the case of INT and SD of INT), indicating outliers. This is also confirmed by the skewness test, which yielded values of 1.2488, 1.2735, -0.8425 and -0.5214, respectively. Finally, normality tests performed on these datasets indicate p-values below 0.0001.

Such results suggest that correlations between VADER scoring and the other numeric datasets should be evaluated using the non-parametric Spearman's rank correlation coefficient. Consequently, this statistic will be given priority in
Section 0, although the Pearson correlation coefficient will also be considered to a limited extent.

All the statistical tests in this study were performed with the use of R 3.4.4 (R Development Core Team, 2018).

4. Results

The results are presented in four separate sections. The first one provides an analysis of the whole sample. The following three parts focus on contexts in which sentiment scoring obtained from VADER is potentially more accurate than in the entire dataset. In Section 0 examples with negation are excluded. The analysis in Section 0 reveals that excluding questions and exclamative statements in addition to negation results in stronger correlation coefficients. Finally, in Section 0 only the optimal cases are selected. In this analysis, texts with low absolute sentiment scores are also excluded.
4.1. Results based on the whole sample

Figure 2 shows scatterplots of VADER sentiment scores juxtaposed against the dependent acoustic variables specified in Section 0. It also provides Pearson's product-moment correlation coefficients and, more importantly, Spearman's rank correlation coefficients. It is clear that the correlations are very weak. For instance, Pearson's correlation coefficient for VADER scores juxtaposed against measurements of F0 is 0.073. The corresponding Spearman's rho is only slightly higher (0.095). These measurements are confirmed by the linear regression line represented by the dashed line in the middle of the scatterplot in the upper left-hand corner of Figure 2. The line raises only slightly. Still, because of the large sample used, these results are statistically significant (p-values are below 0.001 in both cases). Similar observations can be made regarding SD of F0 and INT. Again, the correlation coefficients obtained are very small and the regression lines barely deviate from the horizontal position, but the corresponding p-values indicate that the correlations are statistically relevant. The results for SD of INT, on the other hand, do not suggest any possible correlation. Both r and rho are close to 0 and the p-values obtained in both tests are clearly above the alpha level of 0.05 (see the scatterplot in the lower right-hand corner of Figure 2).

Figure 2: Scatterplots of VADER sentiment scores juxtaposed against the dependent acoustic variables under analysis (in each case, n=2271)
It is worth mentioning that attempts to normalize the acoustic measurements did not improve the results. With the use of a script written in R, the mean value of a given acoustic variable was deducted from the corresponding acoustic measurements. For example, from each F0 measurement the mean F0 obtained on the basis of all F0 values in the database was deducted. In this way it was possible to analyse values representing relative changes in F0 rather than absolute measurements in Hz. Such transformations, however, did not affect the results in any way. Likewise, additional modifications by which these relative differences were expressed in percentage terms also did not change the outcome of correlation tests. The reason why speaker normalization did not change the results in this case was the fact that only one speaker is being investigated. Therefore, it did not matter which units of measurement were used. If more readers had been analysed, however, such normalization procedures would have been necessary to obtain accurate results.

4.2. Results excluding negation

According to the results of the validation tests performed on VADER (see Appendix), the precision of sentiment scoring is slightly lower in texts involving negation. Consequently, excluding such examples may decrease the amount of noise in the data and, eventually, allow for better detection of possible trends. This assumption is confirmed in Table which presents correlation coefficients for all acoustic values under analysis juxtaposed against VADE scores obtained only in texts which did not involve negation. The Pearson’s correlation coefficients are higher than those obtained in Section 0 by about 0.02, except for the result concerning SD of INT, in which case, the lack of correlation is indicated by an even lower value (r=-0.007). Moreover, the Spearman’s correlation coefficients increase to an even greater extent. For instance, the value obtained for F0 is 0.122, which is 0.027 more than in the result yielded in Section 0. Similar relative changes are observable for SD of F0 and INT, but, again, the value of rho for SD of INT is close to 0.

<table>
<thead>
<tr>
<th></th>
<th>Pearson’s correlation coefficient</th>
<th>P-value</th>
<th>Spearman’s correlation coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>F0 – VADER</td>
<td>0.094</td>
<td>&lt; 0.001</td>
<td>0.122</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>SD of F0 – VADER</td>
<td>0.065</td>
<td>0.004</td>
<td>0.115</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>INT – VADER</td>
<td>0.098</td>
<td>&lt; 0.001</td>
<td>0.103</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>SD of INT – VADER</td>
<td>-0.007</td>
<td>0.748</td>
<td>0.001</td>
<td>0.979</td>
</tr>
</tbody>
</table>
4.3. The results across pragmatic categories of meaning

As described in Section 0, text units were classified into three categories of meaning: statements/directives, questions and exclamative statements. According to the results of the validation tests performed on VADER (see Appendix), this division may be used to obtain more accurate results. It was observed that the sentiment scoring yielded in VADER is more precise when questions are excluded from the analysis. This was predictable because questions are generally problematic in sentiment analysis. As discussed in Section 0, they cannot be assessed as true or false. Moreover, analysing statements/directives, questions and exclamative statements separately makes sense since this distinction directly affects acoustic response variables. An example is shown in Figure 3 in which the values of F0 are separated by the three levels of pragmatic meaning. It is visible that the category of statements/directives tends to be associated with relatively lower mean F0 than the other two categories. One-way ANOVA performed on these data yields a p-value smaller than 0.001 and Tukey's multiple comparisons test indicates that the difference between statements/directives and exclamative statements, as well as between statements/directives and questions, is statistically significant. A precise analysis of the effects of pragmatic meaning categories on acoustic measurements is beyond the scope of this study, but such results suggest that this factor should be controlled for.

Figure 3: The reader's F0 across statements/directives, exclamative statements and questions
Table Błąd! Nie można odnaleźć źródła odwołania summarises the results of correlation tests performed on statements/directives only (negation was also excluded from these data). The values obtained are noticeably larger than the ones reported in Table Błąd! Nie można odnaleźć źródła odwołania. The average improvement for Pearson’s correlation coefficients is about 0.035, except for SD of INT, which, again, is not correlated with sentiment scores. The increase in the Spearman’s correlation coefficients is even larger. On average, it is about 0.048, resulting in values around 0.16. Once again, this does not concern SD of INT, which is not affected by the sentiment factor.

Table 4: Correlation coefficients for statements/directives only (examples with negation also excluded), n=1327

<table>
<thead>
<tr>
<th></th>
<th>Pearson’s correlation coefficient</th>
<th>Spearman’s correlation coefficient</th>
<th>P-value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>F0 – VADER</td>
<td>0.133</td>
<td>0.168</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>SD of F0 – VADER</td>
<td>0.085</td>
<td>0.157</td>
<td>0.002</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>INT – VADER</td>
<td>0.143</td>
<td>0.158</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>SD of INT – VADER</td>
<td>-0.018</td>
<td>-0.015</td>
<td>0.515</td>
<td>0.587</td>
</tr>
</tbody>
</table>

Tables Błąd! Nie można odnaleźć źródła odwołania and Błąd! Nie można odnaleźć źródła odwołania present the results of correlation tests performed on exclamatory statements and questions, respectively. In all these cases, the correlation coefficients are close to 0 and the corresponding p-values are clearly above the alpha level of 0.05. Such findings are not very surprising for questions, but they are for exclamatory statements. One possible explanation of this result is that the exclamative statements found in “A Christmas Carol” are very short in comparison with the length of statements/directives. While the mean length of the latter is 12.2 words, the average length of exclamative statements is only 6.8 words. For this reason, the sentiment scores obtained in VADER may be less precise for exclamative statements than for other groups. Another reason could be due to the relatively smaller sample. Exclamative statements are represented by 401 examples, while statements/directives comprise 1327 text units. Nevertheless, regardless of the actual reasons, neither questions nor exclamative statements are correlated with sentiment scores and in order to further investigate the way in which sentiment is conveyed acoustically they are excluded from the sample.

According to the results of the validation tests performed on VADER (see Appendix), sentiment scoring is more accurate in the cases in which texts which are clearly positive or negative. In fact, an analysis performed on examples whose sentiment scoring was below -1 standard deviation and above +1 standard deviation showed that the precision of sentiment values was close to the human level. This strategy may be used to further remove noise from the data and improve the detection of existing tendencies.
Table 5: Correlation coefficients for exclamatory statements only (examples with negation are also excluded), n=401

<table>
<thead>
<tr>
<th></th>
<th>Pearson’s correlation coefficient</th>
<th>P-value</th>
<th>Spearman’s correlation coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>F0 – VADER</td>
<td>-0.031</td>
<td>0.538</td>
<td>-0.048</td>
<td>0.342</td>
</tr>
<tr>
<td>SD of F0 – VADER</td>
<td>-0.013</td>
<td>0.787</td>
<td>-0.022</td>
<td>0.664</td>
</tr>
<tr>
<td>INT – VADER</td>
<td>0.048</td>
<td>0.335</td>
<td>0.023</td>
<td>0.645</td>
</tr>
<tr>
<td>SD of INT – VADER</td>
<td>-0.016</td>
<td>0.753</td>
<td>-0.021</td>
<td>0.671</td>
</tr>
</tbody>
</table>

Table 6: Correlation coefficients for questions only (examples with negation are also excluded), n=176

<table>
<thead>
<tr>
<th></th>
<th>Pearson’s correlation coefficient</th>
<th>P-value</th>
<th>Spearman’s correlation coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>F0 – VADER</td>
<td>-0.025</td>
<td>0.737</td>
<td>-0.033</td>
<td>0.667</td>
</tr>
<tr>
<td>SD of F0 – VADER</td>
<td>0.001</td>
<td>0.99</td>
<td>-0.011</td>
<td>0.88</td>
</tr>
<tr>
<td>INT – VADER</td>
<td>-0.057</td>
<td>0.453</td>
<td>-0.07</td>
<td>0.354</td>
</tr>
<tr>
<td>SD of INT – VADER</td>
<td>0.072</td>
<td>0.342</td>
<td>0.066</td>
<td>0.383</td>
</tr>
</tbody>
</table>

4.4. Results excluding low absolute sentiment scores

Figure 4 depicts scatterplots similar to the ones presented in Section 0, but this time only statements/directives not involving negation and with sentiment scores below -1 sd and above +1 sd were included. The resulting sample is much smaller (n=463), but the linear regression lines represented as dashed lines in the middle of the first three scatterplots indicate stronger correlations than previously. This is confirmed by higher correlation coefficients, also provided in Figure 4. For instance, the Pearson’s correlation coefficient for F0 juxtaposed against VADER scores increased from 0.073 in Section 0 to 0.223. The value is three times higher. Likewise, the difference between the Spearman’s correlation coefficients is significant (0.194 - 0.095 = 0.099). This indicates that the correlation is much stronger in the sample analysed in this part of the paper than in the entire dataset investigated in Section 0. Similar conclusions may be drawn for SD of F0. The increase of both Pearson’s correlation coefficient and Spearman’s correlation coefficient is above 0.07, resulting in values twice as large. Moreover, the corresponding data obtained for INT has also increased. The differences between the respective correlation coefficients reported in Figure 3 and Figure 4 exceeds 0.13. The resulting values are above 0.2.

All these improvements may, at least partially, result from a possible tendency for sentiment polarity to be expressed more consistently in the type of texts in the
sample analysed in this part of the paper. Still, the validation test summarised in Appendix suggests that the more precise sentiment scoring obtained in these examples is also a crucial factor and the higher correlation coefficients indicate the trends more accurately.

5. Discussion and conclusions

The initial results obtained on the basis of all the materials used in this study indicated statistically significant but very weak correlations between sentiment scores and F0, SD of F0 and INT (see Section 0). In subsequent sections examples which could potentially be problematic for VADER were gradually removed and the noise in the data was decreased. This resulted in incrementally higher correlation coefficients. Still, the general observation that three of the acoustic features under investigation correlated with sentiment scores, and SD of INT did not, was substantiated. In the final version of the analysis presented in Section 0 it was confirmed that F0 and INT could be helpful in acoustic detection of sentiment. The corresponding correlation coefficients were clearly above 0.2. SD of F0 could also be useful, although its relevance is relatively smaller. Spearman’s correlation coefficient established for optimal example texts was 0.167. Finally, SD of INT was found not to be associated in any way with sentiment. The

---

**Figure 4:** Scatterplots of VADER sentiment scores juxtaposed against the dependent acoustic variables under analysis. Only statements/directives are included. Additionally, texts with negation and sentiment scoring above -1 sd and below +1 sd are excluded (in each case, n=463)
correlation coefficients obtained were close to 0 and the corresponding p-values above the alpha level of 0.05.

These findings could be helpful in selecting acoustic features when training models for sentiment analysis. More importantly, the general approach of a systematic examination of selected features as presented in this study could be very useful for anyone dealing with acoustic features in the domain of natural language processing. Nevertheless, in order to substantiate these assumptions, further discussion is required.

As mentioned in Section 0, a standard strategy implemented in multimodal sentiment analysis, as well as in many other areas of computer technology dealing with sounds, is either to use a few, randomly chosen acoustic features or a set prepared for a specific purpose in packages such as openSMILE (Eyben et al., 2013). The advantages of the latter include a relatively larger number of acoustic features and reliance on the choice made by a group of programmers specializing in the field. However, there are also problems with such “custom sets”. Firstly, sometimes several sets are available for performing one type of analysis. For example, openSMILE offers 2 different feature collections for speech recognition and as many as 4 sets for emotion recognition. Consequently, the user may feel confused as to which set is better for his/her project. Secondly, the predefined sets of acoustic features only cover a small fraction of potential speech analysis tasks. For instance, openSMILE does not provide any special collection of features for sentiment analysis. While sets prepared for emotion recognition may be used instead, they were not assembled with this particular task in mind. A possible solution is to use all available features. This is referred to as a “brute-force method” (Schuller et al., 2007). Indeed, some feature sets offered in openSMILE contain over 6,000 features and the use of collections as large as 50,000 is also reported (Schuller, Steidl and Batliner, 2009). This approach, however, generates new problems. For obvious reasons, numerous features included in such sets are not relevant for a particular task. This considerably increases the processing cost and potentially causes issues resulting from data sparsity in multi-dimensional datasets. The standard solution used to deal with these issues involves various automatic feature selection algorithms which eliminate features with lower information gain ratios. Still, it is not clear which of these algorithms to choose for a given project. Moreover, the classification accuracy of a model after such an automatic selection procedure may still be lower in comparison to the accuracy of a model trained on a smaller, but more appropriate set of features. An example may be found in Mairesse et al. (2012), where cross-validation tests indicate better results for sentiment classification based only on “F0 features” in comparison to all 988 features used in the analysis. A “knowledge-based approach” is, therefore, an important aspect, even if automatic feature selection procedures are used. Consequently, the description of the effects of individual features in a given type of task, such as acoustic sentiment analysis, is very helpful. It is better to exclude features which are inappropriate for a given project before training a model.
Another problem which should be addressed is that, regardless of the size of custom feature sets, some acoustic characteristics which should be included may be missing. This is evident from the fact that new features are constantly being added to the functionality of the software packages such as openSMILE, and feature sets have to be updated. Moreover, lack of understanding of individual acoustic characteristics may also affect the precision of measurements by not modifying additional parameters correctly. This happens, for instance, when obtaining values of F0. According to documentation on measuring pitch contours in Praat, the settings should involve different pitch floor and pitch ceiling values for men and women (75Hz-300Hz and 100-500Hz, respectively). Such adjustments are seldom applied when using large custom feature sets.

The results obtained in this study are also interesting from a purely linguistic point of view. They show that semantic content may affect articulation and, as a consequence, acoustic characteristics of speech. When saying something positive, speakers tend to raise their pitch (higher F0), apply more “prosodic explicitness” (SD of F0), as variability of F0 is called in Traunmüller and Eriksson (1995), and speak louder (INT). This resembles the phenomenon established for the aspects of pragmatic meaning described in Section 0. The categories statement, directive, question and exclamatory statement are associated with specific grammatical representations (declarative, imperative, interrogative and exclamative, respectively) and particular intonation patterns. There is certain amount of “redundancy”, because the listener is provided with two independent but consistent cues, the grammatical form and the accompanying intonation pattern. The default relationships may be changed, however, and a given category of meaning may be conveyed by a different grammatical form. For instance, a directive may be expressed via an interrogative construction. This will result in additional “contextual effects”, to use the terminology of Relevance Theory’s conceptual framework (Sperber and Wilson, 1986). These effects would include, for example, the additional implicature that the speaker respects the listener and is trying to be polite. This line of reasoning could also be applied to the results of the present paper. Positive and negative utterances do not have separate grammatical forms but are explicitly expressed by lexical items with positive or negative semantic content. The articulatory dimension (and resulting acoustic characteristics) are superimposed on the lexical content. Again, there is some “redundancy”, and the two levels, the lexical and the phonetic, participate in conveying the intended meaning to the listener. Nevertheless, the two dimensions may be matched differently, resulting in new contextual effects. The listener assumes that the speaker has expressed himself/herself in the most effective way (within the speaker’s abilities) and by, for example, saying something positive in a voice which is typical for negative utterances, something additional is meant. In this case, the listener could infer that the speaker is using irony.

In future research, analyses similar to the one performed in this study could be conducted on many other acoustic features of voice. This would enhance the
understanding of the way in which sentiment polarity affects articulation and potentially facilitate the creation of multimodal sentiment analysis models.
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Appendix Sentiment Scoring Validation

According to the results of the benchmark comparison presented in (Ribeiro, Araújo, Gonçalves, Gonçalves, and Benevenuto, 2016), VADER is one of the best sentiment analysis programs currently available. In the analysis they performed, 24 sentiment analysis tools were tested on 18 different validation datasets annotated by human raters. VADER was found to be the most consistent software for 3-level classification (positive vs. neutral vs. negative) and was ranked the most reliable of all the 24 tools. For 2-level classification (positive vs. negative) it also performed better than most other programs.

In another benchmark comparison summarized in Hutto and Gilbert (2014), VADER was compared to 11 other sentiment analysis tools. This time, the focus was on software offering numeric scoring. Hutto and Gilbert used validation materials which had been rated by human participants on a continuous scale. The correlation tests performed yielded varying results. VADER returned the most accurate scores in the dataset involving tweets pulled from Twitter. The correlation with the average human scores was 0.881, which was almost as good as the result for individual participants compared with these average scores (r=0.888). In other words, VADER performed at the level of the individual human scorers. In other datasets, the correlation coefficients were lower, although still higher in comparison to the results yielded by other sentiment analysis programs investigated.

Perhaps the most useful results for the purposes of the present paper are those found by Hutto and Gilbert (2014) while analysing New York Times opinion editorials validation dataset. The dataset includes 5,190 texts which are similar to the type of language analysed in Section 0. The correlation coefficient between the values produced by VADER and mean human scores was 0.492, which is visibly lower than the correlation measured for individual human raters in this dataset (r=0.745). Still, there are several ways in which VADER’s performance may be improved. Firstly, one may exclude examples which are predictably problematic, such as texts including negation. As mentioned in Section 0, negation is an issue which has been discussed in sentiment analysis for a long time and only some software packages are capable of dealing with it. Nevertheless, the precision of scoring for such examples may be lower regardless of the solutions chosen. In order to investigate how VADER copes with negation, the present author wrote a script in Python which used VADER to score each text in the New York Times opinion editorials validation dataset. Additionally, each of these texts was classified according to whether or not it included negation. The correlation coefficient obtained for all examples was identical to the result reported in Hutto and Gilbert (2014) (r=0.492, n=5190, 95% CI: 0.472-0.513, p<0.0001), but slightly higher when texts with negation were excluded (r=0.521, n=4319, 95% CI: 0.499-0.542, p<0.0001). Secondly, the precision of VADER sentiment scoring may be improved by considering the categories of meaning specified in Section 0. For instance, in a test similar to the one described above, the additional
exclusion of questions slightly improved the correlation coefficient (0.521 → 0.527). This shows that the meaning classification used in this study could also be utilized in removing noise from the data. Thirdly, the accuracy of sentiment scores produced by VADER could be improved by focusing only on those values which are clearly positive or negative and ignoring more neutral results. This is evident when the New York Times opinion editorials validation dataset is narrowed down in this way. Namely, if any values between -1 standard deviation and +1 standard deviation are removed, the correlation coefficient for the remaining examples (which do not include texts with negation or questions) reaches 0.681 (n=1416, 95% CI: 0.652-0.708, p<0.0001). This result is not much below that obtained for individual human judges across the entire dataset (0.745). If the scope is further narrowed down to values outside -2 and +2 standard deviations, the correlation coefficient is even higher (r=0.801, n=181, 95% CI: 0.741-0.848, p<0.0001).

Finally, the accuracy of the sentiment scoring produced by VADER was also tested on a sample taken from “A Christmas Carol”. The author randomly selected 108 text units from the first stave (or chapter) of the novella and graded their sentiment on a scale from -10 to +10. Next, with the aid of a Python script, the texts were graded in VADER. The correlation coefficients with the author’s scores are remarkably similar to the results obtained for the New York Times opinion editorials validation dataset discussed earlier. For the whole sample, r=0.492 (n=108, 95% CI: 0.334-0.624, p<0.0001), while for the sample without negation and questions r=0.530 (n=98, 95% CI: 0.370-0.660, p<0.0001). Moreover, the exclusion of examples with sentiment scoring between -1 standard deviation and +1 standard deviation yields r=0.768 (n=28, 95% CI: 0.549-0.889, p<0.0001). All this suggests that VADER is a reliable sentiment analysis tool and with the appropriate selection of examples, its accuracy rate may approach the level of agreement achieved human scorers.