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1. Introduction

Amidst the complexity of the problems dealt with while conducting any research, 
the manner of experiment planning plays a significant role. In order to construct 
an experimental plan, we have to consider the information on the experimental 
material, the environmental conditions, and the optimal statistical properties. It is 
necessary to maintain the balance between these expectations to conduct the most 
effective experiment. Both the increase of effectiveness and the reduction of error 
variance depend on making appropriate assumptions connected with experimen-
tal errors and the design. Many reasons influence the value of the variance: some 
inaccuracies in the measuring of the examined characteristic or non‑homogene-
ity of experimental designs. The above‑mentioned attributes result in significant 
variability of observations. It can impact deduction on the grounds of obtaining 
measurements. Hence, we need to plan and carry out an experiment in such a way 
so as to minimise the influence of these elements with regard to the aim and man-
ner of performing the experiment. An important part of research is such planning 
of experiments so as to obtain the best estimators of unknown measurements of ob-
jects. Optimal designs permit to obtain the value of unknown parameters with min-
imal variance. The design which is not optimal usually requires a larger number 
of measurements for assessment of the same parameters, frequently with a less-
er degree of appraisal precision. Practically, optimal designs allow the reduction 
of experimental costs. Optimality depends on a statistical model and is connect-
ed with the variance matrix of estimators. The selection of an appropriate model 
is related to experimental conditions, whereas the choice of the optimality criteri-
on depends upon a person performing the experiment. In many experiments, it is 
expected that the mean variance of the comparisons should be as small as possible. 
For that reason, D‑optimal designs are taken into consideration. These are designs 
in which the product of the variances attains the smallest value. 

In the presented paper, the issues concerning the above‑mentioned problems 
are considered from the point of view of spring balance weighing designs. Any 
spring balance weighing design is defined as a design in which we determine un-
known measurements of p objects in n measurement operations according to the 
model y = Xw + e, where:
1) y is a n × 1 random vector of the recorded results of measurements,
2) X = (xij) ϵ Φn×p(0, 1), Φn×p(0, 1) denotes the class of matrices with elements 

xij = 1 or 0, i = 1, 2, …, n, j = 1, 2, …, p, 
3) w is a p × 1 vector of unknown measurements of objects,
4) e is an n × 1 random vector of errors, E(e) = 0n and E(ee’) = σ2G, G is known 

as a positive definite matrix.
The possibility of using the proposed methodology of measuring economic 

phenomena is presented in Banerjee (1975) and Ceranka and Graczyk (2014c). 
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In order to determine unknown measurements of objects, we use normal equa-
tions X’G–1Xŵ = X’G–1y, where ŵ is the vector estimated by the least squares 
method. If X is of full column rank, then the least squares estimator of w is giv-
en by ŵ = (X’G–1X)–1 X’G–1y and the covariance matrix of ŵ is equal to V(ŵ) =  
= σ2 (X’G–1X)–1. 

The problems considered in such research are related to determining the es-
timator of the vector of unknown measurements of objects having certain prop-
erties in the class. Besides, the optimality criteria are the functions of the matrix 
(X’G–1X)–1. Therefore, the ways of determining and assessing have to be adapted 
to the classes in which we look for solutions. Hence, the obtained solutions have 
to belong to the set {0, 1}. 

The problems of optimality of spring balance weighing designs under different 
assumptions concerning the measurement error are discussed in the literature, see 
Masaro and Wong (2008a; 2008b), Ceranka and Graczyk (2014a; 2014b; 2014c). 
Unfortunately, the properties of experimental designs and the relations between 
their parameters are the reasons why we are not able to determine the optimal de-
sign in any class Φn×p(0, 1). In such a situation, we indicate the design for which 
the obtained assessment is as close to the best design as possible. 

The aim of the study presented here is to provide the best design in the class 
Φn×p(0, 1), in which a regular D‑optimal design does not exist. We define the best 
design as the design of the largest possible efficiency factor. We indicate such a de-
sign and provide construction methods. 

2. Efficiency of the design

Let us consider the class of spring balance weighing designs Φn×p(0, 1). The de-
sign Xd ϵ Φn×p(0, 1) is D‑optimal if det(Xd’G

–1Xd) = max{detM : X ϵ Φ}, where 
M = X’G–1X is called the information matrix for the design X. The issues con-
cerning the determination of D‑optimal designs were presented in the literature; 
see Raghavarao (1971), Banerjee (1975), Jacroux et al. (1983), Shah and Sinha 
(1989).

From now on, we have been working under assumption that the number of er-
rors is even and the variance matrix of errors σ2G is given by G = In, i.e. the errors 
are uncorrelated and they have the same variances. Neubauer et al. (1997) proved 
the following Theorem.

Theorem 1. If p is even, then any non‑singular spring balance weighing design 

X ϵ Φn×p(0, 1) is regular D‑optimal if and only if 
( )

( ) ( )'

14
2' ppp +
+p

n+p= 11IXX .
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The condition given above implies that in any class Φn×p(0, 1), a regular D‑op-
timal design does not exist. In such cases, a highly D‑efficiency design is consid-
ered. We recall the definition given by Bulutoglu and Ryan (2009).

Definition 1. D‑efficiency of the design X ϵ Φn×p(0, 1) is given by the formula 
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With the use of equation (1), we can determine a highly D‑efficient design 
when Deff(X) ≥ 0.9 or a regular D‑optimal design when Deff(X) = 1.

Based on the results given by Ceranka and Graczyk (2016), we can formu-
late Deff(X) as the function dependent on the number of objects p in the form 

( ) ( )
( )( )

p

+p
p

+pp
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1

21
1D 







 −
−

X  and the condition determining a highly D‑ef-

ficiency design. Thus, we obtain the following Theorem.

Theorem 2. Any non‑singular spring balance weighing design is highly D‑ef-
ficient if and only if 

 ( )
( )
( ) .

14
2

14
' '

ppp p
pn+

p
np= 11IXX

−
−

−
 (2)

Now, the problem is how to construct the design matrix. We suggest forming 
this matrix on the basis of a set of incidence matrices of balanced incomplete block 
designs and group divisible designs. In such a construction p = ν and n = b, where 
ν and b are the parameters of block designs. It is worth noting that some issues re-
lated to a highly D‑efficient design are given in Ceranka and Graczyk (2017).
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3. Construction of highly D‑efficiency designs

Let us consider any spring balance weighing design X ϵ Φn×p(0, 1) in the form

 X = N’, (3)
where N is the incidence matrix of the balanced incomplete block design with the 
parameters ν, b, r, k, λ. For detailed properties of balanced incomplete block de-
signs, we refer the reader to Raghavarao and Padgett (2005). 

Theorem 3. Let ν be an even number and N the incidence matrix of the bal-
anced incomplete block design with the parameters ν, b, r, k, λ. If the conditions 
(i) b = 2r
(ii) 4λ (ν – 1) = b(ν –2) 
are fulfilled simultaneously, then X ϵ Φn×p(0, 1) is a highly D‑efficient spring bal-
ance weighing design. 

Proof. Let us consider X ϵ Φn×p(0, 1). Based on equation (2), we obtain 
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where Nu, u = 1, 2, is the incidence matrix of the group divisible design with the 
same association scheme with the parameters ν, bu, ru, ku, λ1u, λ2u, n = b1 + b2. Fur-
thermore, let the condition

 λ11 + λ12 = λ21 + λ22 (6)
be satisfied. 

Theorem 4. Let ν be an even number and let N1 and N2 be the incidence ma-
trices of two group divisible designs with the same association scheme with the 
parameters ν, bu, ru, ku, λ1u, λ2u, u = 1, 2, for which condition (6) is satisfied. If the 
conditions 
(i) b1 + b2 = 2(r1 + r2),
(ii) 4λ(ν – 1) = (ν – 2)(b1 + b2) 
are fulfilled simultaneously, then X ϵ Φn×p(0, 1) is a highly D‑efficient spring bal-
ance weighing design. 

Proof. For the design matrix X ϵ Φn×p(0, 1) given by formula (5) we have

 
( )

( )
( )( )

( )
'2121'

22
'
11

'

14
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1.4) 81 =r , 011 =λ , 421 =λ  and 432 +s=r , 412 +s=λ , s=λ22 , ,21,=s  

1.5) 91 =r , 511 =λ , 221 =λ  and  232 +s=r , s=λ12 , 322 +s=λ , ,10,=s  

2) 3=k  and 

2.1) t=r 21 , 011 =λ , t=λ21  and t=r 32 , t=λ 212 , t=λ22 , ,32,1,=t  

2.2) 521 +t=r , 111 +t=λ , 221 +t=λ  and t=r 32 , 112 +t=λ , t=λ22 , ,21,=t  

2.3) 61 =r , 411 =λ , 221 =λ  and 452 +s=r , s=λ 212 ,  1222 +s=λ , ,10,=s  

2.4) 81 =r , 411 =λ , 321 =λ  and 252 +s=r , s=λ 212 , 1222 +s=λ , ,10,=s  

3) 4=k  and 

3.1)  121 +t=r , 011 =λ , 121 +t=λ  and  t=r 622 , 612 =λ , t=λ 522 , ,32,1,=t  

3.2) 231 +t=r , 211 +t=λ , 121 +t=λ  and  t=r 432 , t=λ 512 , t=λ 522 , ,21,=t  
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,43,2,1,=t  

then any X  Φn×p(0, 1) in the form (5) is a highly D-efficient spring balance weighing 

design.  

Proof. Clearly, the parameters given above satisfy conditions (i)–(ii) of Theorem 4. 

 

4. Example 

Here, we consider the experiment in which we determine unknown measurements of p = 

4 objects using n = 12 measurements. We are interested in determining the design having the 

best statistical properties in the class X  Φ12×4(0, 1). Firstly, let us consider the existence of a 

regular D-optimal design. Based on Theorem 1, a regular D-optimal spring balance weighing 

design in the class Φ12×4(0, 1) does not exist, as 0.25n(p + 2)(p + 1)–1 = 3.6 is not an integer. 

Thus, in this class, we determine a highly D-efficient design. Based on Theorem 5, subsection 

1.1, for t = 1 and s = 0, we take the group divisible designs with the parameters ν = 4, b1 = 8, 



Highly D‑efficient Weighing Design and Its Construction  149

www.czasopisma.uni.lodz.pl/foe/ FOE 5(331) 2017

7 
 

 

1) 2=k  and 

1.1) 131 +t=r , 111 +t=λ , t=λ21  and 232 +s=r , s=λ12 , 122 +s=λ , 32,1,=t , ,21,0,=s  

1.2) 231 +t=r , 211 +t=λ , t=λ21  and 432 +s=r , s=λ12 , 222 +s=λ , 21,=t , ,21,0,=s  

1.3) 31 +t=r , 111 +t=λ , 121 =λ  and t=r 22 , 012 =λ , t=λ22 , ,5...,2,1,=t  

1.4) 81 =r , 011 =λ , 421 =λ  and 432 +s=r , 412 +s=λ , s=λ22 , ,21,=s  

1.5) 91 =r , 511 =λ , 221 =λ  and  232 +s=r , s=λ12 , 322 +s=λ , ,10,=s  

2) 3=k  and 

2.1) t=r 21 , 011 =λ , t=λ21  and t=r 32 , t=λ 212 , t=λ22 , ,32,1,=t  

2.2) 521 +t=r , 111 +t=λ , 221 +t=λ  and t=r 32 , 112 +t=λ , t=λ22 , ,21,=t  

2.3) 61 =r , 411 =λ , 221 =λ  and 452 +s=r , s=λ 212 ,  1222 +s=λ , ,10,=s  

2.4) 81 =r , 411 =λ , 321 =λ  and 252 +s=r , s=λ 212 , 1222 +s=λ , ,10,=s  

3) 4=k  and 

3.1)  121 +t=r , 011 =λ , 121 +t=λ  and  t=r 622 , 612 =λ , t=λ 522 , ,32,1,=t  

3.2) 231 +t=r , 211 +t=λ , 121 +t=λ  and  t=r 432 , t=λ 512 , t=λ 522 , ,21,=t  

4) 4=k  and t=r 41 , 011 =λ , 221 =λ  and t=r 52 , t=λ 412 , t=λ 222 , ,21,=t  

5) 12 +t=k  and t=r 21 , 011 =λ , t=λ21  and 122 +t=r , t=λ 212 , t=λ22 , ,43,2,1,=t  

6)  12 +t=k  and 121 +t=r , 1211 +t=λ , t=λ21  and  122 +t=r , 012 =λ , 122 +t=λ , 

,43,2,1,=t  

then any X  Φn×p(0, 1) in the form (5) is a highly D-efficient spring balance weighing 

design.  

Proof. Clearly, the parameters given above satisfy conditions (i)–(ii) of Theorem 4. 

 

4. Example 

Here, we consider the experiment in which we determine unknown measurements of p = 

4 objects using n = 12 measurements. We are interested in determining the design having the 

best statistical properties in the class X  Φ12×4(0, 1). Firstly, let us consider the existence of a 

regular D-optimal design. Based on Theorem 1, a regular D-optimal spring balance weighing 

design in the class Φ12×4(0, 1) does not exist, as 0.25n(p + 2)(p + 1)–1 = 3.6 is not an integer. 

Thus, in this class, we determine a highly D-efficient design. Based on Theorem 5, subsection 

1.1, for t = 1 and s = 0, we take the group divisible designs with the parameters ν = 4, b1 = 8, 

then any X ϵ Φn×p(0, 1) in the form (5) is a highly D‑efficient spring balance 
weighing design. 

Proof. Clearly, the parameters given above satisfy conditions (i)–(ii) of The-
orem 4.

4. Example

Here, we consider the experiment in which we determine unknown measurements 
of p = 4 objects using n = 12 measurements. We are interested in determining the 
design having the best statistical properties in the class X ϵ Φ12×4(0, 1). Firstly, let 
us consider the existence of a regular D‑optimal design. Based on Theorem 1, 
a regular D‑optimal spring balance weighing design in the class Φ12×4(0, 1) does 
not exist, as 0.25n(p + 2)(p + 1)–1 = 3.6 is not an integer. Thus, in this class, we de-
termine a highly D‑efficient design. Based on Theorem 5, subsection 1.1, for t = 1 
and s = 0, we take the group divisible designs with the parameters ν = 4, b1 = 8, 
r1 = 4, k1 = 2, λ11 = 2, λ21 = 1 and ν = 4, b4 = 8, r2 = 2, k2 = 2, λ12 = 0, λ22 = 1 given 
by the incidence matrices
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=

01100110
10101001
10010110
01011001

1N

 and 

















=

0110
1010
1001
0101

2N

.

Therefore, we form the highly D‑efficient design X ϵ Φ12×4(0, 1) as 

 












































=

0110
1001
1100
0011
0110
1001
1100
0011
0101
1010
1010
0101

X

and Deff(X) = 0.9779.

5. Discussion

As you can see from Theorem 1, it is not possible to construct a regular D‑opti-
mal spring balance weighing design in any class Φn×p(0, 1). For example, in the 
classes Φn×p(0, 1) for p = 4 objects and n = 5, 6, 7, 8, 9 measurements, a D‑optimal 
design does not exist as for these numbers 0.25n(p + 2)(p + 1)–1 is not an integer. 
On the other hand, the properties of the design matrix X should be taken into con-
sideration. Hence, we introduce highly D‑efficient designs relevantly good from 
the point of view of optimality. Moreover, we present a new construction method 
of this type of design. 
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O pewnych aspektach efektywności w sprężynowych układach wagowych

Streszczenie: W artykule zaprezentowane zostały problemy związane z optymalnością układu do‑
świadczalnego z punktu widzenia sprężynowych układów wagowych. Przeanalizowano własności 
D‑optymalnych i wysoce D‑efektywnych układów. Podano warunki konieczne i dostateczne wyzna‑
czające te układy. Ponadto zaprezentowano nową metodę konstrukcji tych układów, opartą na ma‑
cierzach incydencji układów o grupach podzielnych oraz układów zrównoważonych o blokach nie‑
kompletnych.

Słowa kluczowe: sprężynowy układ wagowy, układ efektywny, układ o grupach podzielnych, układ 
zrównoważony o blokach niekompletnych
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