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Szymon Chlebowski

MEANING IS USE:
THE CASE OF PROPOSITIONAL IDENTITY

Abstract

We study natural deduction systems for a fragment of intuitionistic logic with

propositional identity from the point of view of proof-theoretic semantics. We

argue that the identity connective is a natural operator to be treated under the

elimination rules as basic approach.

Keywords: intuitionistic Logic, non-Fregean logic, proof-theoretic semantics.
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1. Introduction

The main idea behind proof-theoretic semantics is to view the meaning of a
logical connective as given by the conditions under which a corresponding
proposition can be asserted1. This approach is related to the Wittgenstein’s
slogan that meaning is use, contrary to the traditional view that meaning is
given by the truth conditions. From the point of view of natural deduction,
there are two kinds of rules: introduction rules and elimination rules. Let
us start with the famous observation by Gentzen:

1A thorough exposition of this approach is presented in the work of [12], [4] and [14]
among many others.
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”The introductions represent, as it were, the ’definitions’ of the
symbol concerned, and the eliminations are no more, in the final
analysis, than the consequences of those definitions.” [8, p. 80]

Introduction rules specify the conditions under which a proposition of a
certain form can be asserted, while elimination rules state the require-
ments pertaining to what can be deduced from a given proposition. Most
intuitionistic connectives, such as implication, have both introduction and
elimination rules. The Falsum constant is an exception here—it has only
an elimination rule. The reason is that Falsum cannot be asserted under
any conditions, but hypothetically we need to know what can be deduced
from it (in our case, every proposition). Thus, the meaning of the Falsum
constant is established only by the elimination rule. In this paper we will
try to show that a propositional identity connective can be treated in a
similar manner.

In the next section, fundamental notions will be introduced, concerning
both the logic used throughout the paper and proof-theoretic semantics
in general. Then we shall turn to the definition of validity based on in-
troductory rules. In the following subsection, a number of examples will
be examined. The third section concerns validity with elimination rules
as basic, and it is structured analogically to the previous one: firstly we
define such validity then we provide examples. The final section is a brief
conclusion.

2. Intuitionistic Logic with Identity

In intuitionistic terms, we are not interested in propositions being true or
false but in constructions which prove them. Equivalence of two formulae,
A and B, means that every proof of A can be transformed into a proof
of B and vice versa. Thus, whenever A is provable B is provable as well.
However, it is interesting to consider a stronger notion which says that the
classes of constructions proving A and B are exactly the same. This is
the intended interpretation of the propositional identity connective on the
grounds of intuitionistic logic.
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2.1. BHK

What follows is a version of the BHK-interpretation of Falsum (⊥), intu-
itionistic implication (⊃) and propositional identity (≡).

there is no proof of ⊥
a is a proof of A ⊃ B a is a construction that converts

each proof a1 of A into a proof a2(a1) of B
a is a proof of A ≡ B a is the identity function

Here a formula A may be thought of as representation of the set of its
own proofs.

The additional condition for identity can be interpreted in the following
ways:

• a proof of A ≡ B is the identity function transforming a given proof
of A into a proof of B;

• a proof of A ≡ B establishes the fact that two sets of proofs are equal.

Both interpretations use the notion of identity function, but differently
typed—one of them transforms proofs, the other one sets of proofs. We do
not claim that every proof of A can be transformed into a proof of B by
the identity function, since we want formula A ≡ A to be valid under our
interpretation of ≡ (naturally there may be non-normal proofs of A which
are not identical to a normal one).

Naturally, identity is stronger than implication: if we have an arbitrary
proof of A ≡ B it will also count as a proof of A ⊃ B and B ⊃ A (due to
symmetry of ≡).

2.2. Hilbert-style formalization

The logic we are going to consider can be thought of as an intuitionistic
variant of basic non-fregean logic (SCI—Sentential Calculus with Identity)
introduced by [1]. We call it ISCI—Intuitionistic Sentential Calculus with
Identity.

The language LISCI of the logic ISCI is defined by the following grammar:

A ::= V | ⊥ | A&A | A ∨A | A ⊃ A | A ≡ A

where V is a denumerable set of propositional variables. The axiom system
for ISCI can be obtained from any such system for INT by the addition of
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≡-specific axioms (see Table 1). The first axiom underlines that identity
is reflexive; the second axiom shows identity as a stronger connective than
implication; and the third axiom expresses the fact that ≡ is a congruence
relation. The axioms are valid under the proposed interpretation of the
identity connective, as it has been shown in [3]. The only rule of inference
is modus ponens.

Table 1. Axioms for propositional identity; ⊗ ∈ {&,∨,⊃,≡}

1. A ≡ A

2. (A ≡ B) ⊃ (A ⊃ B)

3. (A ≡ B) ⊃ ((C ≡ D) ⊃ ((A⊗ C) ≡ (B ⊗D)))

2.3. Natural deduction—synthetic approach

Following the prevailing meaning is use paradigm, throughout the paper
we use the framework of natural deduction.

The first natural deduction system for ISCI we consider closely follows
the corresponding axiom system. We use standard natural deduction rules
for intuitionistic logic adding three specific rules from Table 2. The notation
[A ≡ An]j indicates that the assumption A ≡ A is discharged, n indicates
the number of instances of a formula that are closed and j is the discharge
label. This system was shown to be complete with respect to Hilbert-style
system and enjoys normalisation [2].

According to the well-known Gentzen’s idea the meaning of each con-
nective is fixed by its introduction rule(s) and corresponding elimination
rules are somehow justified by means of introduction rules. Here all rules
are general elimination rules [11]2. They are formulated in a general form:
conclusions do not have specified logical form. Thus, there are possible
applications of elimination rules for a given connective which introduce a
formula with the same connective as a main sign.

2Althought rule ≡1 would be considered general introduction rule in [10], we prefer
to consider it as a general elimination rule, since the formula introduced in the conclusion
does not have specified logical form. But certainly there are introductory applications
of this rule, that is, application which introduces identity.
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Table 2. Identity specific rules in the system NDISCI (0 ≤ n)

[A ≡ An]j
....
C
C

≡1, j
A ≡ B

[A ⊃ Bn]j
...
.
C

C
≡2, j

A ≡ C B ≡ D

[(A⊗B) ≡ (C ⊗D)n]j
....
F

F
≡3, j

However, these rules reflect an important feature of propositional iden-
tity: it is intensional and it cannot be established solely on the fact that
both of its components are provable. Thus, we cannot synthesise proposi-
tional identity and we do not know how to introduce it with one exception—
one can safely assume reflexive identity, since assumption of this form can
always be closed. On the other hand there is a specific rule for synthesiz-
ing more complex identities from simpler ones (due to the importance of
this rule we call it synthetic approach to identity). However, it does not
entail that this connective has no meaning: these rules give us hints on
how to proceed when we have already established that some identity holds.
Thus, we know how to use it and, according to Wittgenstein’s slogan, it
has meaning.

2.4. Natural deduction—analytic approach

The system NDISCI introduced in the previous section is closely related to
the axiomatic formulation of ISCI. Natural deduction rules in this system
correspond to axioms. Yet, since we know that the symbol ≡ is semanti-
cally interpreted as equality (in the classical version, the SCI system) or
as identity function in ISCI, we can treat identity in a similar manner as
equality is treated in First-Order Logic (FOL). The rules are presented in
Table 3.
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Table 3. Identity specific rules in the system ND∗
ISCI (0 ≤ n)

[A]u

A ≡ A
≡ I, u

A ≡ B ϕ(A)

[ϕ(B/A)n]j
....
F

F
≡ E, j

On the left-hand side we have the introduction rule for identity: having
established A we can conclude that A ≡ A at the same time discharging
the open assumption A3. According to the elimination rule, if we have es-
tablished that A ≡ B and we have a formula ϕ with at least one occurrence
of the formula A (we indicate that there exists such occurrence by ϕ(A)),
we can conclude formula ϕ(B/A), that is the formula ϕ with at least one
occurrence of A replaced by B. Due to the central character of the elimina-
tion rule, which enables replacing identical subformulas in a given formula,
we call this approach to identity analytic.

Contrary to the synthetic approach to ISCI, the present set of rules is
compatible with Gentzen’s analysis of logical connectives: each connective
has both introduction and elimination rule. Thus, a new detour is possible:
the elimination rule for the identity connective has been applied just after
the introduction rule for that connective:

[A]

A ≡ A
≡ I

....
ϕ(A)

ϕ(A/A)
≡ E

3We choose this form of the introduction rule for ≡ to exhibit the similarity between
BHK-interpretations of implication and identity: both the former and the latter denote
a function, but in case of identity it is a very specific one. Other possibility, since the
assumption is immediately discharged, is to consider a no-premiss rule:

A ≡ A
≡ I



Meaning is Use: The Case of Propositional Identity 281

This derivation can easily be transformed in such a way that an occurrence
of A ≡ A disappears from the derivation:

....
ϕ(A)

The system is complete and enjoys normalisation, see [2].

3. Validity based on introduction rules

Let us now recall some basic concepts of proof-theoretic semantics to serve
as a rudiment of our further inquiry. First and foremost, it is convenient to
think of proof-theoretic semantics in contrast to standard model-theoretic
semantics. In standard semantics we start with some names and sentences
which are represented by terms and formulae. Then we assign meaning
to these objects and we specify truth conditions. Having done that we
are finally able to define the notions of validity and entailment. In proof-
theoretic semantics the starting point is the notion of an argument which
can be represented as a formal object, most often as a derivation in a nat-
ural deduction system. The next step is to define the notion of validity of
derivations and arguments which they represent. So, contrary to model-
theoretic semantics, we build up semantic notions from an inferential point
of view. Note that the validity of concrete natural deduction rules is es-
tablished in terms of validity of derivations:

(. . .) rules or consequences are regarded as steps which preserve
the validity of arguments (. . .) [14, p. 529]

We shall start with some terminological remarks. By derivation struc-
ture (proof skeleton in Prawitz terms) we mean a logical representation of
a certain type of arguments. It can be depicted as a natural deduction
derivation, with a conclusion as root and formulae called assumptions as
leaves, built from arbitrary rules of the form:

[Γ1]
i

....
A1 . . .

[Γn]
i

....
An

B
R, i
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Note that derivation structures may not be properly built derivations
in one of the natural deduction systems we have just defined. If all assump-
tions within a given derivation structure are discharged then it is closed
[14, p. 530]. Otherwise, a derivation structure is open. A canonical deriva-
tion structure ends with an application of an introduction rule [6, p. 36].

The notion of validity is relativised to an atomic system S and a re-
duction system J . By the atomic system S we understand a logic-free
system with production rules for atomic formulae [14, p. 542], which cor-
respond to production systems of grammars [16]. In our case the atomic
formulae are propositional variables and identities. By the reduction system
we mean a system of meta-rules enabling transformation of one derivation
structure into another. Look at normalisation of derivations as an example
of a reduction system. The detour convertibility serves to exclude, in the
given derivation, consecutive pairs of introduction and elimination rules ap-
plications for the same connective. The permutation convertibility allows
a rearrangement of assumptions if an instance of an elimination rule has a
major premiss that is a conclusion of another elimination rule application.
Examples of both normalisations are shown in Examples 2 and 3.

B ≡ A
A ≡ B

sym ⇝

....
B ≡ A

[B]1

B ≡ B
≡I.1

[A ≡ B]2

A ≡ B
≡E.2

Example 1. Rule sym cannot be justified using I-validity

There are two main approaches to the definition of validity of derivations
(and some combinations of them; for an in-depth classification see [7]). One
of them, which we will address first, closely follows Gentzen and assumes
that introduction rules are meaning-giving and elimination rules need to be
somehow justified based on introduction rules. Another approach, which
we believe is more appropriate for our treatment of propositional identity, is
based on the primacy of elimination rules. According to Schroeder-Heister
the distinction between these two paradigms reflects the duality between
verificationism and falsificationism [15].
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[Am]
....
B

A ⊃ B
⊃I

....
A

[Bn]
....
C

C
⊃E

⇝

....
A mx

...

....
A

....
B nx

...

....
A mx

...

....
A

....
B

....
C

Example 2. Detour convertibility example

The definition of the validity of a derivation is given below. Further,
we are going to introduce yet another notion of validity and thenceforth,
we are going to refer to this type of validity as I-validity.

1. Every closed proof in the underlying atomic system is
valid.

2. A closed canonical proof is considered valid, if its immedi-
ate subproofs are valid.

3. A closed non-canonical proof is considered valid, if it re-
duces to a valid closed canonical proof or to a closed proof
in the atomic system.

4. An open proof is considered valid, if every closed proof
obtained by replacing its open assumptions with closed
proofs and its open variables with closed terms is valid [16].

The exact definition of validity based on introduction rules is formulated
below. The S in the following definition refers to an arbitrary atomic
system, J is a justification, that is a reduction system. Validity depends
on the underlying atomic system S and on the type of reduction procedures
used as well. S′ is an extension of the system S if S′ is S or S′ results from
adding further production rules to S.
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....
A&B

[Am, Bn]
....

C&D
C&D

&E

[Ck, Dl]
....
E

E
&E

⇝
....

A&B

[Am, Bn]
....

C&D

[Ck, Dl]
....
E

E
&E

E
&E

Example 3. Permutation convertibility example

Definition 3.1 (I-validity).

1. Every closed derivation structure in S is S-valid with respect to J
(for every J ).

2. A closed canonical derivation structure is S-valid with respect to J ,

if its immediate substructure
A....
B

is S-valid with respect to J .

3. A closed non-canonical derivation structure is S-valid with respect to
J , if it reduces, with respect to J , to a canonical derivation structure,
which is S-valid, with respect to J .

4. An open derivation structure

A1, . . . , An....
B

where all open assumptions are among A1, . . . , An is S-valid with
respect to J , if for every extension S′ of S and every extension J ′ of

J , and for every list of i closed derivation structures
....
Ai

(1 ≤ i ≤ n),

which are S’-valid with respect to J ′,

....
A1, . . . ,

....
An....

B

is S’-valid with respect to J ′ [15, pp. 162-163].
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A ≡ B
(A ⊃ B)&(B ⊃ A)

R1 ⇝

A ≡ B [A]2 [B]1

B
≡E.1

A ⊃ B
⊃I.2

....
A ≡ B

[A]3

A ≡ A
≡I.3

[B ≡ A]4

B ≡ A
≡E.4

[B]6 [A]5

A
≡E.5

B ⊃ A
⊃I.6

(A ⊃ B)&(B ⊃ A)
&I

Example 4. Justification of R1 using I-validity

Validity is first and foremost a feature of a derivation structure, but
when we say that a natural deduction rule is valid, what we mean is that
the corresponding one-step derivation structure is valid.

Examples of I-valid derivations In this section, we are going to ex-
amine validity as defined in the definition 3.1. Each example starts with a
rule which is reduced to a valid derivation structure in the arbitrary under-
lying atomic system S. Every exemplary rule that we are going to address
in this paper is an instance of an open derivation structure with exactly
one open assumption. According to point (4) of definition 3.1 we are going
to treat those open assumptions as follows: we extend S in such a way
that the assumption in question can be derived from (at least one) valid
derivation, and we proceed examining the given example as an instance of
closed derivation structure.

We are going to focus on examples based on the analytic approach to
ISCI that includes an introduction rule for the ≡ connective. The example 1
shows a reduction with no open assumptions (excluding the initial one),
yet impossible to be reduced to a canonical form—i.e. to introduce the ≡
connective in the last step of the derivation. Thus, this derivation does not
meet the point (iii) of definition 3.1 and therefore is not I-valid.

However, in the case of the derivation structure that includes the ≡
connective but not as the main connective in the conclusion, as rule R1

(see Ex. 4, p. 285), it is possible to reduce the derivation to the canonical
form. Therefore, rule R1 is I-valid, even though it contains sym derivation
structure.
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As we have seen the I-validity fails to recognise valid derivations that
include the ≡ connective as a primary connective in the conclusion. Thus,
an approach based on introduction rules is unsatisfactory in the case of ISCI.
Therefore, we are going to turn to the elimination rules based alternative
in the next section.

4. Validity based on elimination rules

There exists a notion of e-canonicity of derivations [5, 7] that is closely
related to the I-validity (3.1), which is unsatisfactory in our case for the
same reasons that we have described in the previous section. In what
follows, we are going to define e-validity in a different manner.

In the introductory section, we quoted Gentzen (p. 1), who perceived
elimination rules as consequences of definitions given by the introduction
rules for the given connective. Therefore, validity with elimination rules
as basic views a derivation as valid if all immediate logical consequences,
that can be derived from that derivation, are valid as well. As I-validity
examines whether all the steps taken in the derivation to this point are
legitimate, acting retrospectively in a sense, the E-validity is prospective,
investigating the legitimacy of the steps that can be taken from the con-
clusion of the derivation: if all applications of elimination rules to the end
formula of some derivation structure D result in E-valid derivation struc-
tures, then the initial derivation structure D is considered to be E-valid.

Validity based on elimination rules (E-validity) is defined as follows
(adapted from [15, pp. 164–166]) for the synthetic approach to ISCI:

Definition 4.1 (E-validity).

1. Every closed derivation in S is E-valid with respect to J , (for every
J ).

2. (&) A closed derivation structure
....

A&B
is E-valid in S with respect

to J , if the closed derivation structure

....
A&B

[A,B]1
....
C

C
&E.1
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is E-valid in S with respect to J , or reduces to derivation struc-
tures which are E-valid in S with respect to J .

(⊃) A closed derivation structure
....

A ⊃ B
is E-valid in S with respect

to J , if for every extension S′ of S and every extension J ′ of J

and for every closed derivation structure
....
A

which is E-valid in

S with respect to J ′, the (closed) derivation structure

....
A ⊃ B

....
A

[A]1
....
C

C
⊃E.1

is E-valid in S′ with respect to J ′, or reduces to derivation
structures which are E-valid in S′ with respect tp J ′.

(∨) A closed derivation structure
....

A ∨B
is E-valid in S with respect

to J , if for every extension S′ of S and every extension J ′ of

J , and for all derivation structures
A....
C

and
B....
C

with atomic C,

which are E-valid in S′ with respect to J ′ and which depend
on no assumptions beyond A and B, respectively, the (closed)
derivation structure

A ∨B

[A]1
....
C

[B]1
....
C

C
∨E.1

is E-valid in S′ with respect to J ′, or reduces to derivation
structure, which is E-valid in S′ with respect tp J ′.
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(≡) i. A closed derivation structure
....

A ≡ B
is E-valid in S with

respect to J , if for every extension S′ of S and every ex-
tension J ′ of J , and for every closed derivation structure
A ⊃ B....

C with atomic C, which is E-valid in S′ with respect to
J ′ and which depends on no assumptions beyond A ⊃ B,
the (closed) derivation structure

....
A ≡ B

[A ⊃ B]1
....
C

C
≡2 .1

is E-valid in S′ with respect to J ′, or reduces to derivation
structure, which is E-valid in S′ with respect to J ′.

ii. A closed derivation structure

....
A ≡ C

....
B ≡ D is E-valid in S

with respect to J , if for every extension S′ of S and every
extension J ′ of J , and for every closed derivation structure
(A⊗B) ≡ (C ⊗D)

....
F with atomic F , which is E-valid in S′

with respect to J ′ and which depends on no assumptions
beyond (A⊗B) ≡ (C⊗D), the (closed) derivation structure

....
A ≡ C

....
B ≡ D

[(A⊗B) ≡ (C ⊗D)]1
....
F

F
≡3 .1

is E-valid in S′ with respect to J ′, or reduces to derivation
structure, which is E-valid in S′ with respect to J ′.

3. A closed derivation structure
....
A

of an atomic formula A, which is not

a derivation in S, is E-valid in S with respect to J , if it reduces with
respect to J to a derivation in S.
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4. An open derivation structure

A1, . . . , An....
B

where all open assumptions are among A1, . . . , An is E-valid in S with
respect to J , if for every extension S′ of S and every extension J ′ of

J , and for every list of i closed derivation structures
....
Ai

(1 ≤ i ≤ n),

which are valid in S′ with respect to J ′,

....
A1, . . . ,

....
An....

B

is valid in S′ with respect to J ′.

The definition based on the analytic approach to ISCI is the same as
def. 4.1 with different rule for ≡:

Definition 4.2. (≡∗) A closed derivation structure
....

A ≡ B
is E-valid in S

with respect to J , if for every extension S′ of S and every extension J ′

of J , and for all closed derivation structures

....
ϕ(A)

which are E-valid in S

with respect to J , the (closed) derivation structure

....
A ≡ B

....
ϕ(A)

[ϕ(B/A)]
....
F

F
≡E

is E-valid in S′ with respect to J ′, or reduces to derivation structures,
which are E-valid in S′ with respect to J ′.
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B ≡ A
A ≡ B

sym ⇝ B ≡ A
A ≡ B

sym

....
ϕ(A)

[ϕ(B/A)]1
....
C

C
≡E.1

⇝

....
B ≡ A

[B]1

B ≡ B
≡I.1

[A ≡ B]2

A ≡ B
≡E.2

....
ϕ(A)

[ϕ(B/A)]3
....
C

C
≡E.3

Example 5. Justification of sym using E-validity and analytic approach
to identity.

Examples of E-valid derivations In this section, we will analyse E-va-
lidity of some natural deductions rules by providing appropriate justifica-
tions. Just as in the case of examples for I-validity, rules are instances
of open derivations with exactly one open assumption each. According to
point (4) of definition 4.1 we are going to proceed with reductions of those
derivations assuming that there exists (at least) one valid derivation for the
open assumption in question, analogically to the I-validity examples.

When examining the validity concerning definition 4.1 we start with an
assumption that the rule in question is valid. Then from the conclusion of
that rule an atomic formula is derived, with an application of an elimination
rule for the main connective in the conclusion. In the next step, the formula
C is derived from the premiss of the given rule. If the last reduction is
successful the rule is valid according to E-validity.

The example of rule sym in the analytic approach to the ISCI was not
I-valid (see Ex. 1). However, it proves to be E-valid (see Ex. 5). In the
first step we assume that the rule sym is valid and we apply the elimination
rule for the ≡ connective: therefore, we assume that (1) there is a valid
closed derivation from which we can conclude a formula ϕ with at least
one occurrence of formula A, and (2) there is a valid close derivation with
formula ϕ(B) (that is a formula ϕ with at least one occurrence of A replaced
by B) as a (discharged) assumption and C as a conclusion; and we derive
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a conclusion C. In the next step, analogically to previous examples we
derive C solely from the premiss of the rule sym. There are no additional
open assumptions, therefore rule sym is valid.

An analogical method is applied in the case of E-valid rule and R2 (see
Ex. 6).

A ≡ B

(A&B) ≡ (B&A)
R2 ⇝ A ≡ B

(A&B) ≡ (B&A)
R2

..

..
ϕ(A&B)

[ϕ((B&A)/(A&B))]1
....
C

C
≡E.1

⇝

..

..
A ≡ B

[A&A]1

(A&A) ≡ (A&A)
(≡I.1)

[(A&B) ≡ (B&A)]2

(A&B) ≡ (B&A)
≡E.2

....
ϕ(A&B)

[ϕ((B&A)/(A&B))]3
....
C

C
≡E.3

Example 6. Justification of R2 using E-validity and analytic approach
to identity.

In the case of invalid rule R3 (see Ex. 7), to conclude C the formula
A ≡ B is needed but we cannot discharge it as an assumption. Thus, the
derivation structure is no longer closed and the rule R3 is E-invalid.

A&B

(A&B) ≡ (B&A) ��R3 ⇝ A&B

(A&B) ≡ (B&A) ��R3

....
ϕ(A&B)

[ϕ((B&A)/(A&B))]1
..
..
C

C
≡E.1

⇝

�
�
�

.

...
A ≡ B

[A&A]1

(A&A) ≡ (A&A)
(≡I.1)

[(A&B) ≡ (B&A)]2

(A&B) ≡ (B&A)
≡E.2

....
ϕ(A&B)

[ϕ((B&A)/(A&B))]3
....
C

C
≡E.3

Example 7. R3 cannot be justified using E-validity and analytic
approach to identity.

We can also analyse these rules in the synthetic approach. The steps
taken in the reductions are very similar to the analytic approach. In the
case of the rule sym (see Ex. 8), we begin by assuming that the rule in
question is valid and apply the ≡ .2 elimination rule to the conclusion: thus,
we assume that there is at least one closed, valid derivation from which we
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B ≡ A
A ≡ B

sym ⇝ B ≡ A
A ≡ B

sym

[A ⊃ B]1
...
.
C

C
≡2.1

⇝

B ≡ A

[B ≡ B]1

B ≡ B
≡1.1

[(B ≡ B) ≡ (A ≡ B)]2

(B ≡ B) ≡ (A ≡ B)
≡3.2

[(B ≡ B) ⊃ (A ≡ B)]3

(B ≡ B) ⊃ (A ≡ B)
≡2.3

[B ≡ B]4

B ≡ B
≡1.4

[A ≡ B]6

[A ⊃ B]5
....
C

C
≡2.5

C
⊃.6

Example 8. Justification of sym using E-validity and synthetic approach
to identity.

C. Then, we attempt to conclude C from the premiss of the sym rule.
Even though the derivation is rather complex we are successful—there are
no open assumptions, excluding the initial one—the rule sym is E-valid.

Analogically, we can prove that the rule R2 is E-valid (Ex. 9 p. 293).
Interestingly, the rule R3 in the synthetic approach (Ex. 10) fails to

meet the criteria of E-validity for the same reasons as in the analytic ap-
proach. In the last step of the reduction, one of the assumptions is open.
Therefore, the rule R3 cannot be reduced to a closed derivation structure
of required form and is not E-valid.

5. Object identity and propositional identity

Since we are interested in proof-theoretical treatment of propositional iden-
tity connective it would be helpful to look into, at first sight analogous,
characterization of object identity. There is an ongoing debate about the
proof-theoretical characterization of it. Usually, one can add two rules for
a given natural deduction system for First-Order Logic (see [11]).

a = a ref

a = b Pa
Pb

rep

can conclude atomic C from (closed) assumption A ⊃ B, and we conclude
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A ≡ B
(A&B) ≡ (B&A)

R2 ⇝ A ≡ B
(A&B) ≡ (B&A)

R2

[(A&B) ⊃ (B&A)]1
....
C

C
≡2.1

⇝

A ≡ B

[A ≡ A]1

A ≡ A
≡1.1

[(A ≡ A) ≡ (B ≡ A)]2

(A ≡ A) ≡ (B ≡ A)
≡3.2

[(A ≡ A) ⊃ (B ≡ A)]3

(A ≡ A) ⊃ (B ≡ A)
≡2.3

[A ≡ A]4

A ≡ A
≡1.4

[B ≡ A]5

B ≡ A
⊃.5

A ≡ B [(A&B) ≡ (B&A)]6

(A&B) ≡ (B&A)
≡3.6

[(A&B) ⊃ (B&A)]7

C
≡2.7

Example 9. Justification of R2 using E-validity e-validity and synthetic approach to identity.
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A&B

(A&B) ≡ (B&A) ��R3 ⇝ A&B

(A&B) ≡ (B&A) ��R3

[(A&B) ⊃ (B&A)]1
..
..
C

C
≡2.1

⇝

[A ≡ A]1

A ≡ A
≡1.1

[B ≡ B]2

B ≡ B
≡1.2

[(A ≡ B) ≡ (A ≡ B)]3

(A ≡ B) ≡ (A ≡ B)
≡3.3

[(A ≡ B) ⊃ (A ≡ B)]4

(A ≡ B) ⊃ (A ≡ B)
≡2.4

�
�
�

....
A ≡ B

[(A ≡ B)]5

(A&B) ≡ (B&A)

(A&B) ≡ (B&A)
⊃.5

[(A&B) ⊃ (B&A)]6

C

C
⊃.6

Example 10. R3 cannot be justified using E-validity and synthetic approach to identity.
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The argument against such a treatment of identity is that it is against
Gentzen’s dictum that introduction rules for a given operator justify elim-
ination rule(s) for it. It seems that ref does not justify rep, at least in
a way analogous to the way the rules for the connectives like conjunction
or implication do—introduction rule produces only reflexive identities, but
elimination rule assume an arbitrary identity.

One of the rival propositions is to go back to Leibnizian laws of identity:

(P1) ∀P∀x, y((Px ⊃⊂ Py) ⊃ x = y)—identity of indiscernibles

(P2) x = y ⊃ (Px ⊃⊂ Py)—indiscernibility of identicals

Intuitively, P1 gives us grounds for asserting identities while P2 enables
us to infer something from it, when it has been already established [13].
The problem is that P1 requires Second-Order Logic to bind predicate
variables. But we can somehow encode it in a natural deduction rule by
means of a restriction of its use. The following rule:

[Pa]
....
Pb

a = b
P1

can be used, provided P does not occur free in any assumption other than
Pa. Then elimination rule follows from the introduction rule:

a = b Pa
Pb

P2

and standard detour conversions can be applied—the following derivation

[Pa]
....
Pb

a = b
P1

Pa
Pb

P2

reduces to

Pa....
Pb

The thoughtful discussion of these two approaches can be found in [9].
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Unfortunately, Leibnizian approach seems not to work in the context of
propositional identity. Assume we were to accept the following rule (where
C(A) denotes a formula C having a formula A as a subformula):

[C(A)]
....

C(B)

A ≡ B
I

with strong side condition that the rule can be applied if formula C (and
any of its subformulas) does not occur in any assumption other than the one
specified in the rule scheme. Then we would be able to prove A&B ≡ B&A:

[(A&B)&C]

A&B
B

[(A&B)&C]

A&B
A

B&A

[(A&B)&C]

C
(B&A)&C

A&B ≡ B&A
I

which should not be provable in the basic logic ISCI (it is considered valid
in some of its extensions though).

6. Conclusions

In the context of pure intuitionistic logic proof-theoretic semantics based
on elimination rules can be equivalent to semantics based on introduction
rules. The differences arising from these two approaches are mostly of
philosophical and procedural nature. However, it is more complicated in
the context of ISCI. Propositional identity is different than other intuition-
istic connectives. We can introduce intuitionistic disjunction having proved
one of its disjuncts. Similarly, one can introduce intuitionistic implication
when a derivation of the consequent from the antecedent is given. Yet,
no formula of the form A ≡ B can be obtained from its subformulae only,
with the exception of A ≡ A. As we have seen on examples in this pa-
per, it follows that the approach based on elimination rules works well in
the extension of intuitionistic logic we have considered. It is also philo-
sophically plausible—the fact that identity cannot be synthesised from its
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subformulae does not mean that we cannot hypothetically reason about
identities and establish some of the desired properties, such as symmetry
or transitivity. Moreover, the approach based on elimination rules is natu-
rally compatible with Wittgenstein’s dictum. When we are inside a certain
Sprachspiel sometimes only decomposition rules (elimination rules) for cer-
tain operators exists. Consider equality between real numbers. There is no
effective way of establishing that two reals are equal, but we can still claim
that equality between real numbers is an equivalence relation. It would be
interesting to compare these two paradigms using some other intensional
propositional operators.
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Abstract

We introduce the notion of positive strong amalgamation property and we inves-

tigate some universal forms and properties of this notion.

Considering the close relationship between the amalgamation property and the

notion of complete theories, we explore the fundamental properties of positively

complete theories, and we illustrate the behaviour of this notion by bringing

changes to the language of the theory through the groups theory.
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1. Positive complete theories

1.1. Positive logic

The positive model theory in its present form was introduced by Ben Yaa-
cov and Poizat [5] following the line of research of Hrushovski [3] and Pillay
[4]. It is considered as a part of the eastern model theory introduced by
Abraham Robinson, wich is concerned essentially with the study of ex-
istentially closed models and model-complete theories in the context of
incomplete inductive theories. The main tools in the study of incomplete
inductive theories are embedding, existential formulas and inductive sen-
tences. Keep in consideration homomorphisms and positive formulas, the
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© Copyright for this edition by the University of Lodz,  Lódź 2024
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positive logic offers a wider and simpler framework as compared to the
eastern model theory.

In this subsection we summarize the basic concepts of positive logic
which will be used throughout the paper.

Let L be a first order language. we stipulate that L includes the symbol
of equality and the constant ⊥ denoting the antilogy.
The quantifier-free positive formulas are built from atomics by using the
connectives ∧ and ∨. The positive formulas are of the form: ∃x̄φ(x̄, ȳ),
where φ is quantifier-free positive formula. The variables x̄ in the expression
of the φ are said to be free.
The simple h-inductive sentences are the formulas without free variables
that can be written in the form:

∀x̄(∃ȳφ(x̄, ȳ) → ∃z̄ψ(x̄, z̄)).

where φ and ψ are quantifier-free positive formulas.
A sentence is said to be h-inductive if it is a finite conjunction of simple
h-inductive sentences.
The h-universal sentences are the sentences that can be written as negation
of a positive sentence. Note that the conjunction (resp, disjunction) of two
h-universal sentences is equivalent to an h-universal sentence.

Let A and B be two L-structures and f a mapping from A into B. f
is said to be

• a homomorphism, if for every tuple ā from A and for every atomic
formula ϕ, A |= ϕ(ā) implies B |= ϕ(f(ā)). In this case we say that
B is a continuation of A.

• an embedding, if f is a homomorphism such that for every atomic
formula ϕ; A |= ϕ(ā) if and only if B |= ϕ(f(ā)).

• an immersion whenever ā ∈ A and f(ā) satisfy the same L-positive
formulas, for every ā ∈ A.

For every L-structure A, we denote by L(A) the language obtained from L
by adjoining the element of A as constants. Let Diag(A) (resp. Diag+(A))
the set of atomic and negated atomic (resp. positive quantifier-free) sen-
tences satisfied by A in the language L(A).
We denote by Diag+⋆(A) the set of L-sentences ∃x̄ φ(x̄) satisfied by A
where φ(x̄) is a quantifier-free positive formula.
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Definition 1.1. A model M of an h-inductive theory T is said to be
positively closed (in short; pc) if every homomorphism from M to a model
of T is an immersion.

A class of L-structures is said to be h-inductive if it is closed with
respect to the inductive limit of homomorphisms. For more details on the
notion of h-inductive sequences and limits, the reader is invited to [5].
In [5, Théorème 1, lemme 12] it is shown that every member of an h-
inductive class is continued in a pc member of the class, and the pc models
of an h-inductive theory form an h-inductive class.

1.2. Positive complete and T-complete theories

Definition 1.2. Two h-inductive L-theories are said to be companion if
they have the same pc models.

Every h-inductive theory T has a maximal companion denoted Tk(T ),
called the Kaiser’s hull of T which is the h-inductive theory of the pc models
of T . Likewise, T has a minimal companion denoted Tu(T ), formed by its
h-universal consequences sentences.

Note that if T ′ is an h-inductive theory such that Tu(T ) ⊆ T ′ ⊆ Tk(T )
then T ′ and T are companion theories.

Definition 1.3. Let T be an h-inductive theory.

• T is said to be model-complete if every model of T is a pc model of
T .

• We say that T has a model-companion whenever Tk(T ) is model-
complete.

Let A be a L-structure and B a subset of A. We shall use the following
notations:

• Ti(A) (resp. Tu(A)) denote the set of h-inductive (resp. h-universal)
L(A)-sentences satisfied by A.

• T ⋆
i (A) (resp. T

⋆
u (A)) denote the set of h-inductive (resp. h-universal)

L-sentences satisfied by A.

• Tk(A) (resp. T ⋆
k (A)) denote the Kaiser’s hull of Ti(A) (resp. of

T ⋆
i (A)).
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• Ti(A|B) (resp. Tu(A|B)) denote the set of h-inductive (resp. h-
universal ) L(B)-sentences satisfied by A.

Definition 1.4. Let A and B two L-structures and f a homomorphism
from A into B. f is said to be a strong immersion if B is a model of Ti(A)
in the language L(A).

Definition 1.5.

• An h-inductive theory T is said to be positively complete or it has
the joint continuation (in short JC) property if any two models of T
have a common continuation in a model of T .

• Let T1, T2 and T three h-inductive L-theories. T1 and T2 are said to
be T -complete if for every models A of T1 and B of T2, there is C a
common continuation of A and B such that C ⊢ T .

The following remark lists some simple properties which will be useful in the
rest of the paper.

Remark 1.6. Let A and B two L-structures and T an h-inductive L-theory.

1. Tu(A) ∪Diag+(A) ⊆ Ti(A) and T
⋆
u (A) ∪Diag+⋆(A) ⊆ T ⋆

i (A).

2. A is a pc model of Ti(A), and Ti(A) = Tk(A).

3. Tu(T ) (resp. Tu(A)) is the h-universal part of Tk(T ) (resp. of Ti(A)).
The same is true for T ⋆

u (A) and T
⋆
i (A).

4. Ti(A) ⊆ Ti(B) ⇒ Tu(A) ⊆ Tu(B).

5. T ⋆
i (A) ⊆ T ⋆

i (B) ⇒ T ⋆
u (A) ⊆ T ⋆

u (B).

6. If T is has the JC property, then for every pc model A of T we have;
Tk(T ) = T ⋆

i (A) and Tu(T ) = T ⋆
u (A).

7. If A and B are pc models of T and B is a continuation of A then
T ⋆
i (A) = T ⋆

i (B).

8. If A is continued in B then T ⋆
u (B) ⊆ T ⋆

u (A), and Tu(B|A) ⊆ Tu(A)
in the language L(A).

9. If A is immersed in B then T ⋆
u (A) = T ⋆

u (B), T ⋆
i (B) ⊆ T ⋆

i (A) and
Tu(B|A) = Tu(A) in the language L(A).

10. T ⋆
u (A) = {¬∃x̄φ(x̄) | ∃x̄φ(x̄) /∈ Diag+⋆(A)}.
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11. Diag+⋆(A) ⊆ Diag+⋆(B) ⇔ T ⋆
u (B) ⊆ T ⋆

u (A).

12. If T ⋆
u (A) ⊆ T ⋆

u (B) (resp. T ⋆
i (A) ⊆ T ⋆

i (B)), then T ∪ Diag+(A) ∪
Diag+(B) is consistent in the language L(A ∪ B). Indeed, if the
set T ∪Diag+(A) ∪Diag+(B) is inconsistent, then there are φ(ā) ∈
Diag+(A) and ψ(b̄) ∈ Diag+(B) such that T ⊢ ¬∃x̄, ȳ(φ(x̄) ∧ ψ(ȳ)).
So ¬∃x̄, ȳ(φ(x̄)∧ψ(ȳ)) ∈ T ⋆

u (A). Given thatA |= φ(ā) then ¬∃ȳψ(ȳ) ∈
T ⋆
u (A). By hypothesis ¬∃ȳψ(ȳ) ∈ T ⋆

u (B), which contradicts the fact
that B |= ψ(b̄).

13. If T ⋆
u (A) ⊆ T ⋆

u (B) then Diag+(A) ∪ Diag+(B) is consistent in the
language L(A ∪B).

14. For every pc models A and B of T , if T ⋆
u (A) = T ⋆

u (B) then T ⋆
i (A) =

T ⋆
i (B).

15. T1 and T2 are T -complete if and only if for every A ⊢ T1 and B ⊢ T2,
Diag+(A) ∪Diag+(B) ∪ T is L(A ∪B)-consistent.

16. Let (T1, T2) be a pair of T -complete theories. For every T ′
1, T

′
2 and

T ′ companion theories of T1, T2 and T respectively, the pair (T ′
1, T

′
2)

is T ′-complete.

Lemma 1.7. Let A be a pc model of an h-inductive L-theory T , then

1. T ⋆
u (A) is minimal in the set {T ⋆

u (B) | B |= T}.

2. T ⋆
i (A) is maximal in the set {T ⋆

i (B) | B |= T}.

Proof:

1. Let B a model of T such that T ⋆
u (B) ⊆ T ⋆

u (A). By the property 12 of
the Remark 1.6, there exists C a model of T that is a common con-
tinuation of A and B. Given that A is a pc model, by the properties
8 and 9 of the Remark 1.6 we obtain:

T ⋆
u (A) = T ⋆

u (C) ⊆ T ⋆
u (B).

2. Let B a model of T such that T ⋆
i (A) ⊆ T ⋆

i (B). We claim that
Diag+(A) ∪ Ti(B) is consistent in the language L(A ∪ B). Indeed,
if not, by compactness there exists ψ(ā) ∈ Diag+(A) such that
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Ti(B) ⊨ ¬∃x̄ψ(x̄). Given that T ⋆
i (B) is the part of Ti(B) without

parameters of B, then T ⋆
i (B) ⊨ ¬∃x̄ψ(x̄). On the other hand since

∃x̄ψ(x̄) ∈ Diag+⋆(A) ⊂ T ⋆
i (A) ⊆ T ⋆

i (B),

a contradiction. Thereby Diag+(A) ∪ Ti(B) is consistent in the lan-
guage L(A ∪ B), which implies the existence of a model D of Ti(B)
in the language L(A ∪B), such that

A
f // D B.

goo

where f is an homomorphism and g an immersion.
Given that D is also a model of T and A pc model of T , then f is an
immersion. By the property 9 of the Remark 1.6 we obtain

T ⋆
i (B) ⊆ T ⋆

i (D) ⊆ T ⋆
i (A) ⊆ T ⋆

i (B).

Lemma 1.8. Let T1, T2 and T three h-inductive L-theories. T1 and T2 are
T -complete if and only if one of the following holds:

1. For every free-quantifier positive formulas φ(x̄), If T ⊢ ¬∃x̄φ(x̄) then
T1 ⊢ ¬∃x̄φ(x̄) and T1 ⊢ ¬∃x̄φ(x̄).

2. Tu(T ) ⊆ Tu(T1) ∩ Tu(T2) .

Proof:

1. Suppose that T1, T2 and T satisfy the property 1 of the Lemma. Let
A and B models of T1 and T2 respectively. We claim that Diag+(A)∪
Diag+(B) ∪ T is L(A ∪ B)-consistent. If not, there are φ(ā) ∈
Diag+(A) and ψ(b̄) ∈ Diag+(B) such that T ⊢ ¬(∃x̄φ(x̄)∧ ∃ȳψ(ȳ)).
Thereby T1 ⊢ ¬(∃x̄φ(x̄) ∧ ∃ȳψ(ȳ)) and T2 ⊢ ¬(∃x̄φ(x̄) ∧ ∃ȳψ(ȳ)), a
contradiction.

2. Suppose that T1 and T2 are T -complete. Since every model of T1 or
T2 can be continued in a model of T then Tu(T ) ⊆ Tu(T1) ∩ Tu(T2).

3. It is clear that if Tu(T ) ⊆ Tu(T1) ∩ Tu(T2) then T, T1 and T2 satisfy
the property 1.
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Lemma 1.9. An h-inductive T theory has the JC property if and only if it
satisfies one of the following properties:

1. For any free-quantifier positive formulas φ(x̄) and ψ(ȳ), if
T ⊢ ¬∃x̄φ(x̄) ∨ ¬∃ȳψ(ȳ) then T ⊢ ¬∃x̄φ(x̄) or T ⊢ ¬∃ȳψ(ȳ).

2. Tu(T ) = T ⋆
u (A) for some model A of T .

3. Tk(T ) = T ⋆
i (A) for some model A of T .

4. For every pc models A and B of T we have T ⋆
u (A) = T ⋆

u (B).

Proof:

1. Clear

2. Let T be an h-inductive theory and A a model of T such that Tu(T ) =
T ⋆
u (A). Let B and C two pc models of T . Given that Tu(T ) =
T ⋆
u (A) ⊆ T ⋆

u (B)∩T ⋆
u (C), by the minimality of the h-universal theory

of the pc models (Lemma 1.7), we obtain

T ⋆
u (A) = T ⋆

u (B) = T ⋆
u (C).

From the property 13 of the Remark 1.6, it follows that there is a
common continuation of B and C by a model of T . Thereby T has
the JC property.
The other direction follows from the property 6 of the Remark 1.6.

3. Let A be a model of T such that Tk(T ) = T ⋆
i (A). Let B and C be

two pc models of T . Since

T ⋆
i (A) = Tk(T ) ⊆ T ⋆

i (B) ∩ T ⋆
i (C)

then T ⋆
u (A) ⊆ T ⋆

u (B) ∩ T ⋆
u (C). By Lemma 1.7 we obtain

T ⋆
u (A) = T ⋆

u (B) = T ⋆
u (C).

By the property 13 of the Remark 1.6, we get a common continuation
of B and C by a model of T . Thereby T has the JC property.
The other direction follows from the property 6 of the Remark 1.6.

4. Clear.
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Lemma 1.10. Let A be a L-structure. The theories T ⋆
u (A) and T ⋆

i (A) are
companion and positively completes.

Proof: It is clear that every model of T ⋆
i (A) is a model of T ⋆

u (A).
Now, we will show that every model of T ⋆

u (A) is continued into a model of
T ⋆
i (A). Let B be a model of T ⋆

u (A), we claim that Diag+(B) ∪ T ⋆
i (A) is

consistent in the language L(B). Indeed, otherwise, there exists ψ(b̄) ∈
Diag+(B) such that T ⋆

i (A) ⊨ ¬∃x̄ψ(x̄), so ¬∃x̄ψ(x̄) ∈ T ⋆
u (A). Given

that T ⋆
u (A) ⊆ T ⋆

u (B) and ∃x̄ψ(x̄) ∈ Diag+⋆(B), a contradiction. Thereby
Diag+(B) ∪ T ⋆

i (A) is consistent, so B is continued in a model of T ⋆
i (A).

The second part of the lemma results from the properties 2 and 3 of
the lemma 1.9, since Tu(T

⋆
u (A)) = T ⋆

u (A) and Ti(T
⋆
i (A)) = T ⋆

i (A).

Remark 1.11.

• We have the same results of the lemma 1.10 for the theories Tu(A|B)
and Ti(A|B), where B is a subset of A.

• Let Ae be a pc model of an h-inductive theory T . Let A be a subset
of Ae. Every pc model of Tu(Ae|A) in the language L(A) is a pc
model of T in the language L.
Indeed, Let Be be a pc model of Tu(Ae|A), since Tu(Ae|A) is posi-
tively complete, there is a common continuation C of Ae and Be in
the language L(A) which in turn can be continued in a pc model Ce

of T . As Ae is immersed in Ce, so Ce is a model of Tu(Ae|A), then
Be is immersed in Ce, which implies that Be is a pc model of T .

• Let A and B be two models of an h-inductive theory T . If A is
immersed in B then B is continued in a pc model of Ti(A) in the
language L(A). Indeed, Since A is immersed in B then B is a model
of T ∪Diag+(A)∪ Tu(A) in the language L(A). let C be a pc model
of Tu(A) in which B is continued, then C is a pc model of Ti(B) (first
bullet of the Remark 1.11) and B is continued in C.

Lemma 1.12. Let T be a positively complete h-inductive L-theory and Ae a
pc model of T that is also a pc model of an h-inductive L-theory T ′. Then
every pc model of T is a pc model of T ′, and every pc model of T ′ that is
a model of T is a pc model of T .

Proof: Given that Ae is a pc model of T ′, then T ′ ⊂ Tk(T ) = T ⋆
i (Ae).

Let B be a pc model of T , since T ⋆
i (Ae) = T ⋆

i (B) then B is a model of T ′.
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Let f be a homomorphism from B into B′ a pc model of T ′. By the
property 8 of the Remark 1.6, we have

T ⋆
u (B

′) ⊆ T ⋆
u (B) = Tu(T ) = T ⋆

u (Ae).

Now by the property 12 of the Remark 1.6, we obtain the consistency of
T ′ ∪Diag+(Ae) ∪Diag+(B′),then we get the following diagram:

Ae

im

  
B

f // B′
f ′
// C

where C is a model of T ′ that we can suppose a pc model of T ′. We deduce
the following equalities:

Tk(T ) = T ⋆
i (B) = T ⋆

i (Ae) = T ⋆
i (C) = T ⋆

i (B
′).

Thereby f is an immersion, and B is a pc model of T ′.
For the second part of the lemma. Let Be be a pc model of T ′ such

that Be ⊢ T , let f be a homomorphism from Be into a pc model B of T .
Given that B is also a pc model of T ′, then f is an immersion, and so Be

is a pc model of T .

Corollary 1.13. Let T be an h-inductive theory and A a pc model of T .
Every pc model of the L-theory T ⋆

i (A) is a pc model of T , and every pc
model of T which is a model of T ⋆

i (A) is a pc model of T ⋆
i (A).

Proof: The corollary follows directly from the fact that T ⋆
i (A) is posi-

tively complete and A is a common pc of T and T ⋆
i (A).

Remark 1.14. Let be Ae a pc model of T and A ⊆ Ae. Let < A > be
the L-substructure of Ae generated by A. Given that Tu(Ae| < A >)
and Tu(Ae|A) are positively complete theories and Ae is a common pc
model of Tu(Ae| < A >) and Tu(Ae|A), it follows from Lemma 1.12 that
Tu(Ae| < A >) and Tu(Ae|A) are companion theories.

The following example list some anomaly situations in the positive logic
that we will try to deal by some changes focused on the language and the
theories.
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Example 1.15.

1. Let Tpos the h-inductive theory of posets in the relational language
L = {≤}. Tpos is positively complete and has only one pc model
which is the trivial structure ({x},≤).

2. Let L = {f} be the language formed by 1-ary function symbol f .

(a) For every integer n, let Tn be the h-inductive theory {∃x fn(x) =
x}. For every n, the theory Tn is positively complete and has
only one pc model which is the structure ({x}, f) such that
f(x) = x.

(b) For every integer n, let T ′
n be the h-inductive theory {¬∃x fn(x)

= x}. We can consider the models of T ′
n as directed graphs such

that the vertexes of the graph are the element of the structure,
and two vertexes a and b are jointed by an edge pointed from
a into b if f(a) = b. The theory T ′

n is positively complete and
has only one pc model that is the graph Gn such that, for every
prime p that not divide n, Gn contains one cycles of length p.

3. Let Tg the h-inductive theory of groups in the usual language Lg of
groups. Tg is complete and the trivial group is the unique pc model
of Tg.

4. Let L∗ = Lg∪{R} where Lg is the language of groups and R a symbol
of binary relation interpreted by R(a, b) ↔ a ̸= b. Let T ∗

g the usual
theory of groups over the language L1. Since the L∗-homomorphism
are the Lg-embeddings then the pc models of T ∗

g are the existentially
closed groups in the context of logic with negation, so T ∗

g is positively
complete.

5. Let L+ = Lg ∪ {a} where a is a symbol of constant and let T+
g =

Tg∪{a ̸= e}. Let p and q two prime numbers. Since the groups Zp and
Zq (where the constant a is interpreted by 1̄) cannot be L+-continued
in a L+-group, then the theory T+

g is not positively complete.
Let G+ be a pc group of the theory T+

g . We claim that G+ is ei-
ther simple or the intersection of all nontrivial normal subgroups
of G+ is nonempty. Indeed, suppose that G+ is not simple and
let N be a normal subgroups of G+. Given that the natural Lg-
homomorphism π : G+ → G+/N is not an immersion then π is
not an L+-homomorphism, which implies that π(a) = ē, so a ∈ N .
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Thereby a belongs to the intersection of all normal subgroups of G+.
Note that ifG+ is simple thenG+ is an existentially closed groups and
the constant a ∈ L+ can be interpreted by any element of G+ − {e}.
In the case where G+ is not simple then the constant a can be in-
terpreted by any element of N − {e} where N in the intersection

of the nontrivial normal subgroups of G+, and we have N =< a >G+

the normal subgroup generated by a.

2. General forms of positive amalgamation

In this section we will use the letters h, e, i, s to abbreviate the terms
respectively of homomorphisms, embeddings, immersions and strong im-
mersions.

Definition 2.1. Let Γ be a class of L-structures and A a member of Γ.
We say that A is an:

• [h, e, i, s]-amalgamation basis of Γ; if for every B,C in Γ, f an ho-
momorphism from A into B and g an embedding from A into C,
there exist D ∈ Γ, f ′ an immersion from B into D and g′ a strong
immersion from C into D such that the following diagram commutes:

A
f //

g

��

B

g′

��
C

f ′
// D

We say that Γ has the [h, e, i, s]-amalgamation property if every ele-
ment of Γ is an [h, e, i, s]-amalgamation basis of Γ.
By the same way we define all the other possible forms of amalgama-
tion properties.

• [h, e]-asymmetric amalgamation basis of Γ, if A is [h, e, h, e]-amalga-
mation basis of Γ.
By the same way we define all forms of asymmetric amalgamation
properties.

• [h]- amalgamation basis of Γ, if A is [h, h, h, h]-amalgamation basis
of Γ.
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By the same way we define all the other possible forms of [x]-amal-
gamation properties.

• [h, e, i, s]-strong amalgamation basis of Γ, if for every B,C members
of Γ such that A is continued into B by an homomorphisms f and
embedded in C by an embedding g, then there exist D ∈ Γ, f ′ an
immersion from C into D, and g′ a strong immersion from B into D
such that the following diagram commutes:

A
f //

g

��

B

g′

��
C

f ′
// D

and ∀(b, c) ∈ B × C, if g′(b) = f ′(c) then there is a ∈ A such that
b = f(a) and c = g(a).
We say that A is an [h]- strong amalgamation basis of Γ, if A is a
[h, h, h, h]- strong amalgamation basis.
By the same way we define all other possible forms of strong amal-
gamation properties.

In the following remark, we observe that the most forms of the amal-
gamations property defined above can be characterized by the notions of
completeness and positive completeness defined in the previous section.

Remark 2.2. Let T be an h-inductive L-theory and A a model of T . We
have the following properties:

1. A is an [h]-amalgamation basis of T if and only if T ∪ Diag+(A) is
positively L(A)-complete theory.

2. A is an [e, e, h, h]-amalgamation basis of T if and only if T ∪Diag(A)
is positively L(A)-complete theory.

3. A is an [i, e, h, h]-amalgamation basis of T if and only if T ∪Diag+(A)
and Tu(A) is are T -complete in the language L(A).

By the same way we can characterize all other forms of amalgamation
except the strong amalgamation forms.

In the following example we will list some facts on amalgamation prop-
erty with the notations and terms given in the definition 2.1.
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Example 2.3.

1. Every L-structure A is an [i, h, s, h]-amalgamation basis in the class
of L-structures (lemma 4, [1]). Since every strong immersion is an
immersion, it follows that every L-structure A is an [s, h]-asymmetric
amalgamation basis in the class of L-structures.

2. Every L-structure A is an [s, i]-asymmetric amalgamation basis in
the class of L-structures (lemma 5, [1]).

3. Every L-structure A is an [e, s]-asymmetric amalgamation basis in
the class of L-structures (lemma 4, [2]).

4. Every L-structure A is an [i, h]-asymmetric amalgamation basis in
the class of L-structures (lemma 8, [5]).

5. Every pc model of an h-inductive theory T is an [h]-amalgamation
basis in the class of model of T .

Lemma 2.4. Let I be a totally ordered set and let (Ai, fi,j)i,j∈I be an
h-inductive sequence of [h]-strong amalgamation basis of an h-inductive
theory T . Then the inductive limit of (Ai, fi,j)i,j∈I is an h-amalgamation
basis of T that satisfies the following property:
For every models B and C of T , if f ∈ Hom(A,B) and g ∈ Hom(A,C)
then there is D a model of T such that the following diagram commutes:

A
f //

g

��

B

g′

��
C

f ′
// D

where f ′ and g′ are homomorphisms, and ∀(b, c) ∈ B × C, if g′(b) = f ′(c)
then there exist a, a′ ∈ A such that b = f(a) and c = g(a′).

Proof: Let A be the h-inductive limit of the sequence (Ai, fi,j)i,j∈I , let
B and C two continuation of A in the class of models of T . We claim that
the following set in L(B ∪ C)-consistent,

T ∪Diag+(B) ∪Diag+(C) ∪ {b ̸= c| b ∈ B −A, c ∈ C −A},
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where every elements of A is interpreted by the same symbols of constant in
B and C. Indeed, otherwise there exist φ(ā, b̄) ∈ Diag+(B) and ψ(ā, c̄) ∈
Diag+(B) where b̄ ∈ B − A (ie, if b̄ = (b1, · · · , bn) then ∀1 ⩽ i ⩽ n, bi ∈
B −A) and c̄ ∈ C −A such that

T ⊢ ∀x̄, ȳ, z̄ ((φ(x̄, ȳ) ∧ ψ(x̄, z̄)) →
∨
i,j

yi = zj) (2.1)

Now, let i ∈ I such that ā ∈ Ai and let fi = f|Ai
and gi = f|Ai

. Since Ai is a
[h]-strong amalgamation basis, there are D a model of T , f ′ ∈ Hom(B,D)
and g′ ∈ Hom(C,D) such that

∀(b, c) ∈ B × C, f ′(b) = g′(c) → ∃a ∈ A fi(a) = b ∧ gi(a) = c. (2.2)

By 2.1 and 2.2, there is a ∈ A such that fi(a) = f(a) = bi and gi(a) =
g(a) = ci, a contradiction.

Theorem 2.5. Every L-structure A is a [s, i, s, i]-strong amalgamation ba-
sis in the class of L-structures.

Proof: Let A,B and C be three L-structures such that A is immersed in
B and strongly immersed in C. Suppose that the set

Ti(B) ∪ Tu(C) ∪Diag+(B) ∪Diag+(C) ∪ {b ̸= c| b ∈ B −A, c ∈ C −A}

is L(B ∪ C)-inconsistent. Then there are ¬ψ(ā, c̄) ∈ Tu(C), φ1(ā, b̄) ∈
Diag+(B) and φ2(ā, c̄) ∈ Diag+(C) where ψ is a positive formula, and
φ1, φ2 quantifier-free positive formulas, such that:

Ti(B) ∪ {¬ψ(ā, c̄), φ1(ā, b̄), φ2(ā, c̄),
∧
i,j

bi ̸= cj}

is L(B ∪ C)-inconsistent, thereby

Ti(B) ⊢ ∀ȳ((φ1(ā, b̄) ∧ φ2(ā, ȳ)) → (ψ(ā, ȳ) ∨
∨
i,j

bi = yj)). (2.3)

Now, since C ⊭ ψ(ā, c̄) and C ⊨ φ2(ā, c̄), then there is ā′ ∈ A such that
A ⊭ ψ(ā, ā′) and A ⊨ φ2(ā, ā

′), because otherwise we obtain

A ⊢ ∀x̄(φ2(ā, x̄) → ψ(ā, x̄)).

and given that C ⊢ Ti(A), we get a contradiction.
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So, we obtain B ⊭ ψ(ā, ā′) and B ⊨ φ2(ā, ā
′). From (2.3) we obtain B ⊨∨

i,j bi = a′j , a contradiction. Then

T ′ = Ti(B)∪Tu(C)∪Diag+(B)∪Diag+(C)∪{b ̸= c| b ∈ B−A, c ∈ C−A}

is L(B ∪ C)-consistent. Let D a model of T ′, then the following diagram
commutes

A //

��

B

s

��
C

i
// D

where s in a strong immersion and i an immersion. Let b ∈ B and c ∈ C
such that s(b) = i(c), then there exists a, a′ ∈ A such that a = b and a′ = c.
Thus

i(a) = s(a) = s(b) = i(c) = i(a′),

So a = a′ and b = c = a.

Theorem 2.6. Let T be an h-inductive theory. Every model A of T is a
[i, i, h, h]-strong amalgamation basis of T .

Proof: Let A,B and C be models of T . Let f and g two immersions from
A to B and C respectively. We claim that the set

Tu(A) ∪Diag+(B) ∪Diag+(C) ∪ {b ̸= c| b ∈ B −A, c ∈ C −A}

is L(B ∪ C)-consistent. Indeed, otherwise, there are ā ∈ A, b̄ ∈ B − A, c̄ ∈
C −A, φ(ā, b̄) ∈ Diag+(B), and ψ(ā, c̄) ∈ Diag+(C) such that

Tu(A) ∪ {φ(ā, b̄), ψ(ā, c̄),
∧
i,j

bi ̸= cj}

is L(B ∪ C)-inconsistent, which implies that;

Tu(A) ⊢ ∀ȳ, z̄ ((φ(ā, ȳ) ∧ ψ(ā, z̄)) →
∨
i,j

yi = zj). (2.4)

Now, since C |= ψ(ā, c̄) and A is immersed in C, then there is ā′ ∈ A such
that A |= ψ(ā, ā′), so B |= ψ(ā, ā′) ∧ φ(ā, b̄). On the other hand, given
that b̄ ∈ B − A and B is a model of Tu(A) then B |=

∨
i,j bi = a′j , a

contradiction.
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Let D be a model of Tu(A)∪Diag+(B)∪Diag+(C)∪{b ̸= c| b ∈ B−A, c ∈
C −A}, then the following diagram commutes:

A
i //

i′

��

B

f

��
C

f ′
// D

where i, i′ are immersions and f, f ′ are homomorphisms. Considering that
D is a model of Tu(A) then f ◦ i and f ′ ◦ i′ are immersions.
Now, let b ∈ B and c ∈ C such that f(b) = f ′(c), then there exist a, a′ ∈ A
such that i(a) = b and i′(a′) = c. So,

f ◦ i(a′) = f ′ ◦ i′(a′) = f(b) = f ◦ i(a)

then a = a′. Thereby A is a [i, i, h, h]-strong amalgamation basis of T .

Corollary 2.7. Every pc model of an h-inductive theory T is an [h]-
strong amalgamation basis of T .

Lemma 2.8. Every model of an h-inductive theory T is a [i, h, s, h]-strong
amalgamation basis of T .

Proof: Let A,B and C three models of T such that A is immersed in B
and continued in C by a homomorphism f . The proof consists in showing
the L(B ∪ C)-consistency of the set

T ′ = Ti(C) ∪Diag+(B) ∪Diag+(C) ∪ {b ̸= c| b ∈ B −A, c ∈ C − f(A)}.

Suppose that is not the case, then there are φ(ā, c̄) ∈ Diag+(C) and
ψ(ā, b̄) ∈ Diag+(B) where b̄ ∈ B −A and c̄ ∈ C −A, such that;

Ti(C) ⊢ ∀ȳ ((φ(ā, c̄) ∧ ψ(ā, ȳ)) →
∨
i,j

yi = cj).

Given that B |= ψ(ā, b̄) and A is immersed B, there is ā′ ∈ A such
that A |= ψ(ā, ā′). Which implies C |= φ(ā, c̄) ∧ ψ(ā, f̄(ā′)), thereby C |=∨

i,j f(ā
′)i = cj , a contradiction.

Let D be a model of T ′, let f ′ be the natural homomorphism defined from
B into D and i′ the natural strong immersion defined from C into D. Let
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b ∈ B and c ∈ C such that f ′(b) = i′(c), so there are a, a′ ∈ A such that
i(a) = b and f(a′) = c. Then

i′ ◦ f(a) = f ′ ◦ i(a) = i′ ◦ f(a′),

thus f(a) = c and i(a) = b.

Lemma 2.9. Let B be a [h]-strong amalgamation basis of T and A a model
of T that is immersed in B, then A is a [h]-strong amalgamation basis of
T .

Proof: Let A,C and D be models of T . Let f1 ∈ Hom(A,B) and f2 ∈
Hom(A,D). Given that A is immersed in B and every L-structure is an
[i, h, s, h]-strong amalgamation basis in the class of models of T (Lemma
2.8), we obtain the following commutative diagram:

C
s1 // C ′

A
i //

g1 ��

f1

??

B

g2   

f2

>>

D
s2
// D′

where i1 and i2 are immersions, f2 and g2 homomorphisms and C ′, D′ two
models of T that satisfy:{

∀(b, c) ∈ B × C, f2(b) = s1(c) → ∃a ∈ A, b = i(a) ∧ c = f1(a)
∀(b, d) ∈ B ×D, g2(b) = s2(d) → ∃a ∈ A, b = i(a) ∧ d = g1(a).

(2.5)

Now, since B is a [h]-strong amalgamation basis of T , we complete the
previous diagram and we get the following commutative diagram:

C
s1 // C ′

f3

  
A

i //

g1 ��

f1

??

B

g2   

f2

>>

E

D
s2
// D′

g3

>>
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where E is a model of T , f3 and g3 two homomorphisms such that:
∀c′ ∈ C ′,∀d′ ∈ D′, if f3(c

′) = g3(d
′) then there is b ∈ B such that f2(b) = c′

and g2(b) = d′.
Let c ∈ C and d ∈ D such that f3 ◦ s1(c) = g3 ◦ s2(d), then there is b ∈ B
such that f2(b) = s1(c) and g2(b) = s2(d). So there are a, a′ ∈ A such that:{

f1(a) = c i(a) = b
g1(a

′) = d i(a′) = b,

and given that i is an immersion we have f1(a) = c and g1(a) = d. So, A
is a [h]-strong amalgamation basis.

Acknowledgements. The Researchers would like to thank the Dean-
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Abstract

We address the problem of combining intuitionistic and S4 modal logic in a

non-collapsing way inspired by the recent works in combining intuitionistic and

classical logic. The combined language includes the shared constructors of both

logics namely conjunction, disjunction and falsum as well as the intuitionistic

implication, the classical implication and the necessity modality. We present

a Gentzen calculus for the combined logic defined over a Gentzen calculus for

the host S4 modal logic. The semantics is provided by Kripke structures. The

calculus is proved to be sound and complete with respect to this semantics. We

also show that the combined logic is a conservative extension of each component.

Finally we establish that the Gentzen calculus for the combined logic enjoys cut

elimination.

Keywords: combination of logics, intuitionistic logic, modal logic, cut elimination.

2020 Mathematical Subject Classification: 03B62, 03F05, 03B20, 03B45.

1. Introduction

Prawitz was the first to recognize the relevance of tolerance when combining
intuitionistic and classical first-order logic [12] (see also [13, 2]). Therein
Prawitz proposes a combined logic where the intuitionistic logician accepts
that the tertium non datur A∨c ¬A holds even when A is an intuitionistic
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formula. On the other hand, the classical logician must also accept that
the tertium non datur A ∨i ¬A does not hold even when A is a classical
formula.

This non-collapsing combination of intuitionistic and classical logic was
obtained by enriching intuitionistic logic with classical constructors while
sharing falsum, conjunction, negation and the universal quantifier. This
logic was endowed with a natural deduction calculus. An equivalent sequent
calculus presentation was discussed in [11], under the name Ecumenical
sequent calculus system (using indirect translations via cuts, see [17, 9]).

The interest on combining intuitionistic and classical logic has been
around namely in fibring of logics (see [3, 4]). Fibring is a combination
technique that given two logics defines another one by putting together the
deductive components of each logic while sharing or not some construc-
tors. Soon after its initial proposal, the collapsing problem of intuitionistic
into classical logic was identified and a proposal for avoiding this problem
appeared in [1]. Later on in [16] a general solution called modulated fibring
was proposed for avoiding any such collapse. Furthermore, it is worth-
while to refer to the unified calculus LU presented in [5] where a common
non-collapsing single sequent calculus for classical, intuitionistic and linear
logics is proposed.

Inspired by the tolerance principle identified by Prawitz in [12], we pro-
pose a non-collapsing combination between propositional intuitionistic and
propositional classical modal logic S4 sharing ⊥, ∧ and ∨. The idea is
to embed intuitionistic logic into modal logic S4 in such a way that intu-
itionistic logic does not loose its identity (following [6, 8]). The properties
of false, conjunction and disjunction are the same for both logics and so
they share these constructors. On the other hand we have an intuitionis-
tic implication and a classical implication because these constructors have
different properties. There are also an intuitionistic and a classical nega-
tion defined by abbreviation from intuitionistic and classical implication,
respectively. We consider a set of (classical) propositional variables that
are also used to define (intuitionistic) propositional constructors in such a
way that hereditariness (necessity) holds. In this way we work with pure
Kripke structures for S4 and accommodate intuitionistic constructors in
this framework.

As far as we know there are no efforts on fibring intuitionistic and modal
logic S4. Nevertheless we expect that such a combination would lead to a
collapse of the intuitionistic part into the classical propositional part of
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S4. In [7] a intuitionistic modal logic (the host) is enriched with classical
constructors. This approach is different from the one we adopt herein
namely because the host of our combination is classical modal logic S4.

The paper is organized as follows. In Section 2 we present the language
and the Gentzen calculus for the combination of intuitionistic and S4modal
logic. We show that reasoning in this combination extends reasoning in the
components. In Section 3 we prove that the Gentzen calculus for the com-
bined logic enjoys cut elimination. We introduce the Kripke semantics for
the combination in Section 4 and prove that the combination is conser-
vative over the combined logics. In Section 5 we establish soundness and
completeness of the Gentzen calculus with respect to the semantics. Finally
in Section 6 we give an overview of the paper and discuss future work.

2. Gentzen calculus

The main objective of this section is to present a Gentzen calculus for the
combination of the propositional intuitionistic logic J and propositional
modal logic S4 that we denote by J⊔S4. We start by presenting the lan-
guage LJ⊔ S4 and then the sequent calculus rules and axioms. After present-
ing the notion of derivation we provide some examples and establish that
reasoning over the combined logic extends reasoning over each component.

We consider fixed a denumerable set P . Let Ps = {ps : p ∈ P} be the set
of (classical) propositional variables. The combined logic has the following
sets of constructors C0 = {⊥} ∪ Pi where Pi is the set {pi : p ∈ P}, C1 =
{□s} and C2 = {∧,∨,⊃i,⊃s}. We denote by LJ⊔ S4 the set of formulas
inductively defined by the constructors in C1 and C2 over C0 ∪ Ps. We
may use ¬i φ and ¬s φ as abbreviations of φ⊃i⊥ and φ⊃s⊥, respectively.
Moreover we use ♢sφ as an abbreviation of ¬s □s ¬s φ. We denote by LJ

the set of formulas inductively generated by ∧, ∨ and ⊃i over {⊥} ∪ Pi.
Similarly we denote by LS4 the set of formulas inductively generated by
□s, ∧, ∨ and ⊃s over {⊥} ∪ Ps.

A sequent is a pair (Γ,∆), denoted by Γ → ∆, where Γ and ∆ are finite
multisets of formulas in LJ⊔ S4. The Gentzen calculus GJ⊔ S4 is composed
of the following rules for constructors:

(LPi)
□sps,Γ → ∆

pi,Γ → ∆
(RPi)

Γ → ∆,□sps
Γ → ∆, pi
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(L∧) β1, β2,Γ → ∆

β1 ∧ β2,Γ → ∆
(R∧) Γ → ∆, β1 Γ → ∆, β2

Γ → ∆, β1 ∧ β2

(L∨) β1,Γ → ∆ β2,Γ → ∆

β1 ∨ β2,Γ → ∆
(R∨) Γ → ∆, β1, β2

Γ → ∆, β1 ∨ β2

(L⊃s)
Γ → ∆, β1 β2,Γ → ∆

β1 ⊃s β2,Γ → ∆
(R⊃s)

β1,Γ → ∆, β2
Γ → ∆, β1 ⊃s β2

(L⊃i)
□s(β1 ⊃s β2),Γ → ∆

β1 ⊃i β2,Γ → ∆
(R⊃i)

Γ → ∆,□s(β1 ⊃s β2)

Γ → ∆, β1 ⊃i β2

(L□s)
β,□sβ,Γ → ∆

□sβ,Γ → ∆
(R□s)

□sΓ → ♢s ∆, β

Γ′,□sΓ → ♢s ∆,∆′,□sβ

the following axioms

(Ax) ps,Γ → ∆, ps (L⊥) ⊥,Γ → ∆

and

(Cut)
Γ → ∆, β β,Γ → ∆

Γ → ∆

known as the cut rule.
A derivation for Ψ → Λ is a sequence Ψ1 → Λ1 . . .Ψn → Λn such that

Ψ1 → Λ1 is Ψ → Λ and for j = 1, . . . , n

• either Ψj → Λj is an axiom

• or Ψj → Λj is the conclusion of a rule and the premises appear from
j + 1 to n.

When there is a derivation for Ψ → Λ we may write

⊢GJ⊔ S4
Ψ → Λ.
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We say that φ is a theorem in J⊔S4, written ⊢J⊔ S4 φ, whenever
⊢GJ⊔ S4

→ φ.
Observe that the rules applied in a derivation are such that the pre-

miss(es) is (are) below the line of inference.
We now establish useful proof-theoretical results concerning weakening,

cut, inversion and contraction.

Proposition 2.1. If there is a derivation D for Ψ → Λ in GJ⊔ S4 then
there is a derivation D[Ψ′ → Λ′] for Ψ′,Ψ → Λ,Λ′ in GJ⊔ S4 using the same
rules by the same order over the same formulas.

The previous result follows immediately by a straightforward induc-
tion. We also omit the proof of the following proposition because it follows
straightforwardly.

Proposition 2.2. The multiplicative cut rule

Γ → ∆, β β,Γ′ → ∆′

Γ,Γ′ → ∆,∆′

is derivable in GJ⊔ S4.

The following result is needed for proving that the contraction rules are
derivable.

Proposition 2.3. The inversion lemma holds for all rules of GJ⊔ S4.

We now state that the left and right contraction rules are derivable in
GJ⊔ S4. The proof is similar to the proof of Proposition 2.17 of [14].

Proposition 2.4. If there is a derivation for φ,φ,Ψ → Λ in GJ⊔ S4 then
there is a derivation for φ,Ψ → Λ in GJ⊔ S4 with at most the same length
and with the same cut formulas. Moreover, if there is a derivation for
Ψ → Λ, φ, φ in GJ⊔ S4 then there is a derivation for Ψ → Λ, φ in GJ⊔ S4

with at most the same length and with the same cut formulas.

We now provide derived rules for the negations ¬s and ¬i.

Proposition 2.5. Let β ∈ LJ⊔ S4. Then

(L¬i)
□s(¬s β),Γ → ∆

¬i β,Γ → ∆
(R¬i)

Γ → ∆,□s(¬s β)

Γ → ∆,¬i β
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and

(L¬s)
Γ → ∆, β

¬s β,Γ → ∆
(R¬s)

β,Γ → ∆

Γ → ∆,¬s β

Proof: The rules for ¬i follow from the following sequences:

1. β ⊃i ⊥,Γ → ∆ L⊃i 2

2. □s(β ⊃s ⊥),Γ → ∆

and

1. Γ → ∆, β ⊃i ⊥ R⊃i 2

2. Γ → ∆,□s(β ⊃s ⊥)

using the abbreviations of ¬i and ¬s. Similarly for the rules for ¬s.

Observe that
⊢GJ⊔ S4

β,Γ → ∆, β

and so we use this fact when presenting derivations under the name gAx.
The reader may wonder whether the rules of a sequent calculus for J are

derivable in the Gentzen calculus for the combination J⊔S4. The answer
is that it is not always the case. For instance the usual intuitionistic rule
for introducing ⊃i in the succedent

Γ, β1 → β2
Γ → β1 ⊃i β2

is not always derivable in GJ⊔ S4. It is true that if Γ is empty, we could
obtain

1 → β1 ⊃i β2

2 → □s(β1 ⊃s β2)

3 → β1 ⊃s β2

4 β1 → β2

But if Γ is not empty, the application of (R□s) would not be possible in
general.
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Example 2.6. The following derivation

1. → pi ⊃i (□spi) R⊃i 2

2. → □s(pi ⊃s (□spi)) R□s 3

3. → pi ⊃s (□spi) R⊃s 4

4. pi → □spi LPi 5

5. □sps → □spi R□s 6

6. □sps → pi RPi 7

7. □sps → □sps gAx

shows that ⊢J⊔ S4 pi ⊃i (□spi) expressing that hereditariness holds for any
constructor pi in Pi. The derivation

1. → φ ∨ (¬s φ) R∨ 2

2. → φ,¬s φ R¬s 3

3. φ→ φ gAx

proves that ⊢J⊔ S4 φ∨s (¬s φ) asserting that tertium non datur holds when
using classical negation. Finally, the derivation

1. → (φ1 ⊃i φ2)⊃i (φ1 ⊃s φ2) R⊃i 2

2. → □s((φ1 ⊃i φ2)⊃s (φ1 ⊃s φ2)) R□s 3

3. → (φ1 ⊃i φ2)⊃s (φ1 ⊃s φ2) R⊃s 4

4. φ1 ⊃i φ2 → φ1 ⊃s φ2 R⊃s 5

5. φ1, φ1 ⊃i φ2 → φ2 L⊃i 6

6. φ1,□s(φ1 ⊃s φ2) → φ2 L□s 7

7. φ1, φ1 ⊃s φ2,□s(φ1 ⊃s φ2) → φ2 L⊃s 8,9

8. φ1, φ2,□s(φ1 ⊃s φ2) → φ2 gAx

9. φ1,□s(φ1 ⊃s φ2) → φ2, φ1 gAx

proves that ⊢J⊔ S4 (φ1 ⊃i φ2) ⊃i (φ1 ⊃s φ2) expressing the intuitionistic
relationship between ⊃i and ⊃s.

Next result shows that the combined logic is an extension of intuition-
istic logic, that is, every theorem in intuitionistic logic J is a theorem in
the combination J⊔S4.

Proposition 2.7. Let φ ∈ LJ and HJ be the Hilbert calculus for intuition-
istic logic presented in [15] over LJ. Then ⊢HJ

φ in HJ implies ⊢GJ⊔ S4
φ.
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Proof: We start by proving that if φ is an axiom of HJ then ⊢GJ⊔ S4
φ.

We just consider the axiom

(φ1 ⊃i φ2)⊃i ((φ1 ⊃i (¬i φ2))⊃i (¬i φ1)).

The sequence

1. → (φ1 ⊃i φ2)⊃i ((φ1 ⊃i (¬i φ2))⊃i (¬i φ1)) R⊃i 2

2. → □s((φ1 ⊃i φ2)⊃s ((φ1 ⊃i (¬i φ2))⊃i (¬i φ1))) R□s 3

3. → (φ1 ⊃i φ2)⊃s ((φ1 ⊃i (¬i φ2))⊃i (¬i φ1)) R⊃s 4

4. φ1 ⊃i φ2 → (φ1 ⊃i (¬i φ2))⊃i (¬i φ1) L⊃i 5

5. □s(φ1 ⊃s φ2) → (φ1 ⊃i (¬i φ2))⊃i (¬i φ1) R⊃i 6

6. □s(φ1 ⊃s φ2) → □s((φ1 ⊃i (¬i φ2))⊃s (¬i φ1)) R□s 7

7. □s(φ1 ⊃s φ2) → (φ1 ⊃i (¬i φ2))⊃s (¬i φ1) R⊃s 8

8. φ1 ⊃i (¬i φ2),□s(φ1 ⊃s φ2) → ¬i φ1 L⊃i 9

9. □s(φ1 ⊃s (¬i φ2)),□s(φ1 ⊃s φ2) → ¬i φ1 R¬i 10

10. □s(φ1 ⊃s (¬i φ2)),□s(φ1 ⊃s φ2) → □s ¬s φ1 R□s 11

11. □s(φ1 ⊃s (¬i φ2)),□s(φ1 ⊃s φ2) → ¬s φ1 (L□s)
2 12

12. φ1 ⊃s (¬i φ2), φ1 ⊃s φ2,□s(φ1 ⊃s (¬i φ2)),

□s(φ1 ⊃s φ2) → ¬s φ1 R¬s 13

13. φ1, φ1 ⊃s (¬i φ2), φ1 ⊃s φ2,□s(φ1 ⊃s (¬i φ2)),

□s(φ1 ⊃s φ2) → L⊃s 14,15

14. φ1, φ1 ⊃s (¬i φ2),□s(φ1 ⊃s (¬i φ2)),

□s(φ1 ⊃s φ2) → φ1 gAx

15. φ1, φ1 ⊃s (¬i φ2), φ2,□s(φ1 ⊃s (¬i φ2)),

□s(φ1 ⊃s φ2) → L⊃s 16,19

16. φ1,¬i φ2, φ2,□s(φ1 ⊃s (¬i φ2)),□s(φ1 ⊃s φ2) → L¬i 17

17. φ1,□s ¬s φ2, φ2,□s(φ1 ⊃s (¬i φ2)),□s(φ1 ⊃s φ2) → L□s 18

18. φ1,¬s φ2,□s ¬s φ2, φ2,□s(φ1 ⊃s (¬i φ2)),

□s(φ1 ⊃s φ2) → L¬s 20

19. φ1, φ2,□s(φ1 ⊃s (¬i φ2)),□s(φ1 ⊃s φ2) → φ1 gAx

20. φ1,□s ¬s φ2, φ2,□s(φ1 ⊃s (¬i φ2)),

□s(φ1 ⊃s φ2) → φ2 gAx

is a derivation for ⊢GJ⊔ S4
(φ1 ⊃i φ2)⊃i ((φ1 ⊃i (¬i φ2))⊃i (¬i φ1)).
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It remains to show that ⊢GJ⊔ S4
φ1, φ1 ⊃i φ2 → φ2. Indeed consider the

sequence

1. φ1, φ1 ⊃i φ2 → φ2 L⊃i 2

2. φ1,□s(φ1 ⊃s φ2) → φ2 L□s 3

3. φ1, φ1 ⊃s φ2,□s(φ1 ⊃s φ2) → φ2 L⊃s 4,5

4. φ1, φ2,□s(φ1 ⊃s φ2) → φ2 gAx

5. φ1,□s(φ1 ⊃s φ2) → φ2, φ1 gAx

The fact that there is a derivation for GJ⊔ S4 for → φ follows by a straight-
forward induction on the length of a derivation for φ in HJ.

We provide an example of the use of Modus Ponens (MP) in the context
of a derivation in GJ⊔ S4. We now show that ⊢GJ⊔ S4

→ φ1

⊢GJ⊔ S4
→ φ1 ⊃i φ2

implies ⊢GJ⊔ S4
→ φ2.

We start by observing that there are derivations for(†) ⊢GJ⊔ S4
→ φ1, φ2

(‡) ⊢GJ⊔ S4
φ1 → φ2, φ1 ⊃i φ2

using Proposition 2.1. Then the sequence

1. → φ2 Cut 2,3

2. φ1 → φ2 Cut 4,5

3. → φ1, φ2 (†)
4 φ1 ⊃i φ2, φ1 → φ2 MP
5. φ1 → φ2, φ1 ⊃i φ2 (‡)

is a derivation for ⊢GJ⊔ S4
→ φ2.

Similarly to the previous result it is straightforward to show that rea-
soning over the combined logic is an extension of the reasoning in S4 modal
logic.
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Proposition 2.8. Let φ ∈ LS4. Then φ is a theorem of J⊔ S4 when φ is
a theorem of S4.

The next example shows that tertium non datur holds in the combined
logic J⊔S4 with respect to the LS4 fragment.

Example 2.9. Let φ ∈ LS4. Then φ ∨ (¬s φ) is a theorem in J⊔ S4, by
Proposition 2.8, since φ ∨ (¬s φ) is a theorem in S4.

3. Cut elimination

The main goal of this section is to prove the Gentzen’s Hauptsatz for GJ⊔ S4.
We follow the strategy of the proof in [14].

We start by introducing the notion of branch of a derivation. A branch
of a derivation Ψ1 → Λ1 · · · Ψn → Λn starting at sequent Ψi → Λi is a
finite subsequence Ψi1 → Λi1 · · · Ψim → Λim of the derivation such that:

• Ψi1 → Λi1 is Ψi → Λi;

• for each 1 ≤ j < m, Ψij → Λij is the conclusion of a rule in the
derivation and Ψij+1 → Λij+1 is a premise of that rule in the deriva-
tion;

• Ψim → Λim is either Ax or L⊥.

Moreover, the depth of a branch is the number of sequents in the branch
minus 1.

Let D be a derivation in GJ⊔ S4 where the cut rule was applied in step
i from premises at steps j and k.

The level of this cut application at i is the sum of the maximum depth of
a branch starting at the premise in j with the maximum depth of a branch
starting at the premise in k. The complexity of a formula φ denoted by |φ|
is inductively defined as follows.

• |ps| = |⊥| = 0 for every ps ∈ Ps

• |pi| = 2 for every pi ∈ Pi

• |φ1 ∧ φ2| = |φ1 ∨ φ2| = |φ1 ⊃s φ2| = max(|φ1|, |φ2|) + 1
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• |φ1 ⊃i φ2| = max(|φ1|, |φ2|) + 3

• |□sφ1| = |φ1|+ 1.

The rank of a cut application in D is the complexity of the respective cut
formula plus 1. The cutrank of D is the maximum of the ranks of the
cut applications in D (the cutrank of a derivation with no cut applications
is 0).

Proposition 3.1. Given a derivation D for ⊢GJ⊔ S4
Ψ → Λ where Ψ → Λ

is obtained by a cut from derivations with a lower cutrank than D then
there is a derivation D• for ⊢GJ⊔ S4

Ψ → Λ with a lower cutrank than D.

Proof: Let D be

1 Ψ → Λ Cut 2,n

2 Ψ → Λ, φ

D1

n φ,Ψ → Λ

D2

The proof follows by induction on the level of the cut. The base cases are
straightforward (see [17] and [14]). With respect to the inductive step we
only consider the case where the lengths of D1 and D2 are greater than 1.
We start by considering the case where φ is principal in both premises
of the cut. There are several subcases to consider depending on the main
constructor of φ. We omit the subcases where the main constructor is from
S4 (see [17]).

(1) φ is pi ∈ Pi. Then D is the sequence

1. Ψ → Λ Cut 2,n

2. Ψ → Λ, pi RPi 3

3. Ψ → Λ,□sps

D′
1

n. pi,Ψ → Λ LPi n+ 1

n+ 1. □sps,Ψ → Λ

D′
2
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Hence the target D• can be of the form

1. Ψ → Λ Cut 2,n− 1

2. Ψ → Λ,□sps

D′
1

n− 1. □sps,Ψ → Λ

D′
2

since this derivation has lower cutrank than D and it is for the same goal.

(2) φ is the formula φ1 ⊃i φ2. Then D is the sequence

1. Ψ → Λ Cut 2,n

2. Ψ → Λ, φ1 ⊃i φ2 R⊃i 3

3. Ψ → Λ,□s(φ1 ⊃s φ2)

D′
1

n. φ1 ⊃i φ2,Ψ → Λ L⊃i n+ 1

n+ 1. □s(φ1 ⊃s φ2),Ψ → Λ

D′
2

Thus the target D• can be of the form

1. Ψ → Λ Cut 2,n− 1

2. Ψ → Λ,□s(φ1 ⊃s φ2)

D′
1

n− 1. □s(φ1 ⊃s φ2),Ψ → Λ

D′
2

because this derivation has lower cutrank than D and it is for the same
goal.

We now consider the case where the cut formula is not principal in the
premise at step 2. Moreover we assume that the rule applied at step 2 is
L⊃i. So D is of the following form:
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1. φ1 ⊃i φ2,Ψ1 → Λ Cut 2,n

2. φ1 ⊃i φ2,Ψ1 → Λ, φ L⊃i 3

3. □s(φ1 ⊃s φ2),Ψ1 → Λ, φ

D′
1

n. φ,φ1 ⊃i φ2,Ψ1 → Λ

D2

Thus Cut can be applied to the premise of ⊃i taking into account Propo-
sition 2.1:

1. □s(φ1 ⊃s φ2), φ1 ⊃i φ2,Ψ1 → Λ Cut 2,n

2. □s(φ1 ⊃s φ2), φ1 ⊃i φ2,Ψ1 → Λ, φ

D′
1[φ1 ⊃i φ2 →]

n. φ,□s(φ1 ⊃s φ2), φ1 ⊃i φ2,Ψ1 → Λ

D2[□s(φ1 ⊃s φ2) →]

Then by the induction hypothesis on the level of the cut there is the fol-
lowing derivation

1. □s(φ1 ⊃s φ2), φ1 ⊃i φ2,Ψ1 → Λ

D•
1

with less cutrank than the original one. Hence we have the following deriva-
tion

1. φ1 ⊃i φ2, φ1 ⊃i φ2,Ψ1 → Λ L⊃i 2

2. □s(φ1 ⊃s φ2), φ1 ⊃i φ2,Ψ1 → Λ

D•
1

and the thesis follows by Proposition 2.4.

The next result follows straightforwardly by induction on the number
of cuts with the greatest cutrank taking into account Proposition 3.1.
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Proposition 3.2. Given a derivation for ⊢GJ⊔ S4
Ψ → Λ with non null

cutrank then there is a derivation for ⊢GJ⊔ S4
Ψ → Λ with a lower cutrank

than the given one.

Finally, we are ready to establish Gentzen’s Hauptsatz for GJ⊔ S4. The
proof follows immediately by induction on the cutrank of the given deriva-
tion taking into account Proposition 3.2.

Proposition 3.3. Given a derivation for ⊢GJ⊔ S4
Ψ → Λ, then there is a

derivation with no cut applications for ⊢GJ⊔ S4
Ψ → Λ.

4. Kripke semantics

The objective of this section is to introduce the main semantic concepts for
J⊔S4. Then we prove that the combined logic is conservative with respect
to each component.

AKripke structure for the combined logic J⊔S4 is a tripleM = (W,R, V )
such that (W,R) is a Kripke frame where R is a reflexive and transitive
relation and V : Ps×W → {0, 1} is a valuation map. We denote by MJ⊔ S4

the class of all Kripke structures for J⊔S4.
We define that M ∈ MJ⊔ S4 and w ∈W locally satisfies φ written

M,w ⊩J⊔ S4 φ

by induction on φ as follows:

• M,w ̸⊩J⊔ S4 ⊥

• M,w ⊩J⊔ S4 ps whenever V (ps, w) = 1

• M,w ⊩J⊔ S4 pi whenever V (ps, w
′) = 1 for every w′ ∈ W such that

wRw′

• M,w ⊩J⊔ S4 φ1 ∧ φ2 whenever M,w ⊩J⊔ S4 φj for each j = 1, 2

• M,w ⊩J⊔ S4 φ1 ∨ φ2 whenever M,w ⊩J⊔ S4 φj for some j = 1, 2

• M,w ⊩J⊔ S4 φ1 ⊃s φ2 whenever M,w ⊩J⊔ S4 φ1 implies M,w ⊩J⊔ S4

φ2

• M,w ⊩J⊔ S4 φ1 ⊃i φ2 whenever M,w′ ⊩J⊔ S4 φ1 implies M,w′ ⊩J⊔ S4

φ2 for every w′ ∈W such that wRw′
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• M,w ⊩J⊔ S4 □sφ1 wheneverM,w′ ⊩J⊔ S4 φ1 for all w
′ ∈W such that

wRw′.

Following the abbreviations we also have

• M,w ⊩J⊔ S4 ¬s φ whenever M,w ̸⊩J⊔ S4 φ

• M,w ⊩J⊔ S4 ¬i φ whenever M,w′ ̸⊩J⊔ S4 φ for every w′ ∈ W such
that wRw′.

We extend local satisfaction to sets of formulas as follows: M,w ⊩J⊔ S4 Ψ
whenever M,w ⊩J⊔ S4 ψ for every ψ ∈ Ψ.

Moreover we say that M satisfies φ, written

M ⊩J⊔ S4 φ

whenever M,w ⊩J⊔ S4 φ for every w ∈ W and M ⊩J⊔ S4 Ψ whenever
M ⊩J⊔ S4 ψ for every ψ ∈ Ψ. Finally, we say that Ψ entails φ, written

Ψ ⊨J⊔ S4 φ

if M ⊩J⊔ S4 φ whenever M ⊩J⊔ S4 Ψ for every M ∈ MJ⊔ S4. When Ψ = ∅
we say that φ is valid and write ⊨J⊔ S4 φ.

We now show that the combined logic J⊔S4 is conservative with re-
spect to intuitionistic logic J. We assume that J is endowed with a Kripke
semantics (see [15]) and denote by MJ the class of all Kripke structures
for J.

Proposition 4.1. Let φ ∈ LJ. Then ⊨J⊔ S4 φ implies ⊨J φ.

Proof: Let M ∈ MJ where M = (W,R, V ). We denote by M ′ the Kripke
structure (W,R, V ′) with V ′ : Ps ×W → {0, 1} such that V ′(ps, w) = 1
whenever V (pi, w) = 1 and V ′(ps, w) = 0 otherwise. Thus M ′ is a Kripke
structure for J⊔S4. We start by proving by induction on φ that

M,w ⊩J φ if and only if M ′, w ⊩J⊔ S4 φ.

(Base) φ is pi. Thus M,w ⊩J pi iff V (pi, w) = 1 iff V (pi, w
′) = 1 for every

w′ ∈ W such that wRw′ iff V ′(ps, w
′) = 1 for every w′ ∈ W such that

wRw′ iff M ′, w ⊩J⊔ S4 pi.

(Step) We only consider the case where φ is φ1 ⊃i φ2. Hence M,w ⊩J

φ1⊃iφ2 iff for every w′ ∈W such that wRw′ ifM,w′ ⊩J φ1 thenM,w′ ⊩J
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φ2 iff (IH) for every w′ ∈ W such that wRw′ if M ′, w′ ⊩J⊔ S4 φ1 then
M ′, w′ ⊩J⊔ S4 φ2 iff M ′, w ⊩J⊔ S4 φ1 ⊃i φ2.

So M ′ ⊩J⊔ S4 φ if and only if M ⊩J φ.

Finally we are ready to prove the thesis. Assume that ⊨J⊔ S4 φ and let
M ∈ MJ. Then M ′ as defined above is in MJ⊔ S4. Hence M ′ ⊩J⊔ S4 φ.
Thus, as shown above M ⊩J φ.

The next example shows that tertium non datur does not hold in the
LJ fragment of the combined logic J⊔S4.

Example 4.2. Let φ ∈ LJ. Then ̸⊨J⊔ S4 φ ∨ (¬i φ) by Proposition 4.1
because ̸⊨J φ ∨ (¬i φ).

It is straightforward to show that validity over the combined logic is a
conservative extension with respect to validity in S4 modal logic.

Proposition 4.3. Let φ ∈ LS4. Then φ is valid in J⊔S4 if and only if φ
is valid in S4.

5. Soundness and completeness

The main objective of this section is to prove that the Gentzen calculus
GJ⊔ S4 for the combination of intuitionistic logic J and modal logic S4
defined in Section 2 is sound and complete with respect to the Kripke
semantics introduced in Section 4

We begin by extending the semantic notions to sequents. We say that
M = (W,R, V ) ∈ MJ⊔ S4 locally satisfies in w ∈ W the sequent Ψ → Λ,
written

M,w ⊩J⊔ S4 Ψ → Λ

whenever M,w ⊩J⊔ S4 Ψ implies that there is λ ∈ Λ such that M,w ⊩J⊔ S4

λ. Moreover, we say that M satisfies the sequent Ψ → Λ, written

M ⊩J⊔ S4 Ψ → Λ

whenever M,w ⊩J⊔ S4 Ψ → Λ for every w ∈ W . Furthermore we say
Ψ → Λ is valid, written ⊨J⊔ S4 Ψ → Λ, whenever M ⊩J⊔ S4 Ψ → Λ for
every M ∈ MJ⊔ S4.
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In the sequel we need two properties. The first one states that satis-
faction of boxed formulas is preserved by the Kripke relation. The second
one states that for diamond formulas non-satisfiability is preserved.

Proposition 5.1. Let M ∈ MJ⊔ S4, w ∈W and φ ∈ LJ⊔ S4. Then

• if M,w ⊩J⊔ S4 □sφ, w
′ ∈ W and wRw′ then M,w′ ⊩J⊔ S4 □sφ by

transitivity of R

• if M,w ̸⊩J⊔ S4 ♢sφ, w
′ ∈ W and wRw′ then M,w′ ̸⊩J⊔ S4 ♢sφ by

transitivity of R.

Soundness brings to light that the host of the combination is S4 modal
logic. Hence we need to translate formulas in LJ⊔ S4 to equivalent formu-
las in LS4. For that we need the following map inspired by the Gödel-
McKinsey-Tarski translation [15, 8].

Let τJ⊔ S4 : LJ⊔ S4 → LS4 be the map inductively defined as follows:

• τJ⊔ S4(ps) = ps

• τJ⊔ S4(pi) = □sps

• τJ⊔ S4(⊥) = ⊥

• τJ⊔ S4(φ ∗ ψ) = τJ⊔ S4(φ) ∗ τJ⊔ S4(ψ) where ∗ ∈ {∧,∨}

• τJ⊔ S4(φ1 ⊃s φ2) = τJ⊔ S4(φ)⊃s τJ⊔ S4(ψ)

• τJ⊔ S4(φ1 ⊃i φ2) = □s(τJ⊔ S4(φ)⊃s τJ⊔ S4(ψ))

• τJ⊔ S4(□sφ1) = □sτJ⊔ S4(φ1).

Observe that τJ⊔ S4(¬i φ) = □s(¬s τJ⊔ S4(φ)) and τJ⊔ S4(¬s φ) = ¬s τJ⊔ S4(φ).
We extend the definition of τJ⊔ S4 as follows:

τJ⊔ S4(Ψ) = {τJ⊔ S4(ψ) : ψ ∈ Ψ}.

The following result shows that the translation of a formula is locally
equivalent to the original formula.

Proposition 5.2. Let φ ∈ LJ⊔ S4, M be a Kripke structure and w ∈ W .
Then,

M,w ⊩J⊔ S4 φ if and only if M,w ⊩J⊔ S4 τJ⊔ S4(φ).

Proof: The proof is by induction on the structure of φ.
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(Base) There are three cases.

(1) φ is ps ∈ Ps. The result is immediate.

(2) φ is pi ∈ Pi. Thus M,w ⊩J⊔ S4 pi iff V (ps, w
′) = 1 for every w′ ∈ W

such that wRw′ iff M,w ⊩J⊔ S4 □sps iff M,w ⊩J⊔ S4 τJ⊔ S4(pi).

(3) φ is ⊥. The result is immediate.

(Step) There are five cases.

(1) φ is φ1 ∧ φ2. Then M,w ⊩J⊔ S4 φ1 ∧ φ2 iff M,w ⊩J⊔ S4 φj for j = 1, 2
iff (by IH) M,w ⊩J⊔ S4 τJ⊔ S4(φj) for j = 1, 2 iff M,w ⊩J⊔ S4 τJ⊔ S4(φ1) ∧
τJ⊔ S4(φ2) iff M,w ⊩J⊔ S4 τJ⊔ S4(φ1 ∧ φ2).

(2) φ is φ1 ∨ φ2. Similar to case (1) of step.

(3) φ is φ1 ⊃s φ2. So M,w ⊩J⊔ S4 φ1 ⊃s φ2 iff if M,w ⊩J⊔ S4 φ1 then
M,w ⊩J⊔ S4 φ2 iff (by IH) if M,w ⊩J⊔ S4 τJ⊔ S4(φ1) then M,w ⊩J⊔ S4

τJ⊔ S4(φ2) iffM,w ⊩JS4 τJ⊔ S4(φ1)⊃sτJ⊔ S4(φ2) iffM,w ⊩J⊔ S4 τJ⊔ S4(φ1⊃s

φ2).

(4) φ is φ1 ⊃i φ2. Thus M,w ⊩J⊔ S4 φ1 ⊃i φ2 iff if M,w′ ⊩J⊔ S4 φ1 then
M,w′ ⊩J⊔ S4 φ2 for every w

′ ∈W such that wRw′ iff (by IH) ifM,w′ ⊩J⊔ S4

τJ⊔ S4(φ1) then M,w′ ⊩J⊔ S4 τJ⊔ S4(φ2) for every w
′ ∈ W such that wRw′

iff M,w′ ⊩J⊔ S4 τJ⊔ S4(φ1)⊃s τJ⊔ S4(φ2) for every w
′ ∈W such that wRw′

iffM,w ⊩J⊔ S4 □s(τJ⊔ S4(φ1)⊃sτJ⊔ S4(φ2)) iffM,w ⊩J⊔ S4 τJ⊔ S4(φ1⊃iφ2).

(5) φ is □sφ1. ThusM,w ⊩J⊔ S4 □sφ1 iffM,w′ ⊩J⊔ S4 φ1 for every w
′ ∈W

such that wRw′ iff (by IH) M,w′ ⊩J⊔ S4 τJ⊔ S4(φ1) for every w
′ ∈ W such

that wRw′ iff M,w ⊩J⊔ S4 □sτJ⊔ S4(φ1) iff M,w ⊩J⊔ S4 τJ⊔ S4(□sφ1).

The next result extends to entailment the equivalence between a formula
and its translation. We omit the proof since it follows straightforwardly
from Propositions 4.3 and 5.2.

Proposition 5.3. Let φ ∈ LJ⊔ S4. Then ⊨J⊔ S4 φ if and only if ⊨S4

τJ⊔ S4(φ).

We are now ready to prove the soundness of GJ⊔ S4. We start by proving
that the rules are sound.

A rule is said to be sound whenever for every Kripke structure M ∈
MJ⊔ S4, if M satisfies the premises of the rule then M also satisfies the
conclusion of the rule.
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Proposition 5.4. The rules of GJ⊔ S4 are sound.

Proof: Let M ∈ MJ⊔ S4.
(LPi) Suppose that M ⊩J⊔ S4 □sps,Γ → ∆. Let w ∈ W . Assume that
M,w ⊩J⊔ S4 Γ and M,w ⊩J⊔ S4 pi. Then M,w ⊩J⊔ S4 τJ⊔ S4(pi) by Propo-
sition 5.2 and so M,w ⊩J⊔ S4 □sps. Hence M,w ⊩J⊔ S4 δ for some δ ∈ ∆
using the hypothesis.

(RPi) Assume that M ⊩J⊔ S4 Γ → ∆,□sps. Let w ∈ W . Suppose
that M,w ⊩J⊔ S4 Γ. There are two cases. (1) M,w ⊩J⊔ S4 δ for some
δ ∈ ∆ and so M,w ⊩J⊔ S4 Γ → ∆, pi. (2) M,w ⊩J⊔ S4 □sps. Hence
M,w ⊩J⊔ S4 τJ⊔ S4(pi) and so M,w ⊩J⊔ S4 pi by Proposition 5.2.

(L⊃i) Suppose that M ⊩J⊔ S4 □s(β1 ⊃s β2),Γ → ∆. Let w ∈ W . Assume
thatM,w ⊩J⊔ S4 β1⊃iβ2 andM,w ⊩J⊔ S4 Γ. ThusM,w ⊩J⊔ S4 τJ⊔ S4(β1⊃i

β2) by Proposition 5.2 and so M,w ⊩J⊔ S4 □s(τJ⊔ S4(β1) ⊃s τJ⊔ S4(β2)).
Thus, M,w′ ⊩J⊔ S4 τJ⊔ S4(β1) ⊃s τJ⊔ S4(β2) for every w′ ∈ W such that
wRw′ and so M,w′ ⊩J⊔ S4 τJ⊔ S4(β1 ⊃s β2) for every w′ ∈ W such that
wRw′. Therefore, again by Proposition 5.2 M,w′ ⊩J⊔ S4 β1⊃s β2 for every
w′ ∈ W such that wRw′. So M,w ⊩J⊔ S4 □s(β1 ⊃s β2). Hence, there is
δ ∈ ∆ such that M,w ⊩J⊔ S4 δ using the hypothesis.

(R⊃i) Assume that M ⊩J⊔ S4 Γ → ∆,□s(β1 ⊃s β2). Let w ∈ W . Sup-
pose that M,w ⊩J⊔ S4 Γ. There are two cases. (1) There is δ ∈ ∆
such that M,w ⊩J⊔ S4 δ and therefore M,w ⊩ Γ → ∆, β1 ⊃i β2. (2)
M,w ⊩J⊔ S4 □s(β1 ⊃s β2). Hence M,w′ ⊩J⊔ S4 β1 ⊃s β2 for every w′ ∈ W
such that wRw′ and so, by Proposition 5.2,M,w′ ⊩J⊔ S4 τJ⊔ S4(β1⊃sβ2) for
every w′ ∈W such that wRw′. Hence M,w′ ⊩J⊔ S4 τJ⊔ S4(β1)⊃s τJ⊔ S4(β2)
for every w′ ∈ W such that wRw′ Thus, M,w ⊩J⊔ S4 □s(τJ⊔ S4(β1) ⊃s

τJ⊔ S4(β2)) and soM,w ⊩J⊔ S4 τJ⊔ S4(β1⊃iβ2). Finally, by Proposition 5.2,
M,w ⊩J⊔ S4 β1 ⊃i β2.

(L□s) Suppose that M ⊩J⊔ S4 β,□sβ,Γ → ∆. Let w ∈ W and assume
that M,w ⊩J⊔ S4 □sβ and M,w ⊩J⊔ S4 Γ. Then M,w′ ⊩J⊔ S4 β for every
w′ ∈W such that wRw′. Hence, M,w ⊩J⊔ S4 β by reflexivity and so there
is δ ∈ ∆ such that M,w ⊩J⊔ S4 δ.

(R□s) Assume that M ⊩J⊔ S4 □sΓ → ♢s ∆, β. Let w ∈ W and suppose
that M,w ⊩J⊔ S4 □sΓ and M,w ⊩J⊔ S4 Γ′. There are two cases to con-
sider. (1) M,w ⊩J⊔ S4 ♢sδ for some δ ∈ ∆ and the thesis follows. (2)
Otherwise let w′ ∈W be such that wRw′. Observe that M,w′ ⊩J⊔ S4 □sΓ
by Proposition 5.1. Moreover, M,w′ ̸⊩J⊔ S4 ♢sδ for for every δ ∈ ∆ by
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Proposition 5.1. So, M,w′ ⊩J⊔ S4 β using the hypothesis.

The other cases follow in a similar way.

The next step is to show that the axioms of GJ⊔ S4 are sound. We say
that an axiom is sound whenever it is satisfied by every Kripke structure
in MJ⊔ S4. The following result is straightforward.

Proposition 5.5. The axioms of GJ⊔ S4 are sound.

Finally we have the soundness result.

Proposition 5.6. Let φ ∈ LJ⊔ S4. Then ⊢J⊔ S4 φ implies ⊨J⊔ S4 φ.

Proof: We must start by proving that

(†) ⊢GJ⊔ S4
Ψ → Λ implies ⊨J⊔ S4 Ψ → Λ.

The proof follows by a straightfoward induction on the length of a deriva-
tion for Ψ → Λ using Proposition 5.5 and Proposition 5.4. Hence as-
suming ⊢J⊔ S4 φ then ⊢GJ⊔ S4

→ φ. Thus, by (†), ⊨J⊔ S4 → φ. Therefore,
⊨J⊔ S4 φ.

Completeness We start by showing that the sequent derivation in GJ⊔ S4

is a conservative extension of the sequent derivation in GS4 modulo the
translation τJ⊔ S4 (see [17] for the Gentzen calculus for S4). The strategy
of proving completeness that we follow is similar to the one in [10].

Proposition 5.7. Let Ψ ∪ Λ ⊆ LJ⊔ S4. Then

⊢GJ⊔ S4
Ψ → Λ if and only if ⊢GS4

τJ⊔ S4(Ψ) → τJ⊔ S4(Λ).

Proof:
(→) Let Ψ1 → Λ1 . . .Ψn → Λn be a derivation for Ψ → Λ in GJ⊔ S4. The
proof follows by induction on n.

(Basis) n = 1. There are two cases. (1) Ψ1 → Λ1 is justified by (Ax),
that is, it is of the form ps,Γ → ∆, ps. Hence τJ⊔ S4(ps), τJ⊔ S4(Γ) →
τJ⊔ S4(∆), τJ⊔ S4(ps) is also justified by (Ax) in GS4. (2) Ψ1 → Λ1 is justified
by (L⊥), that is, it is of the form ⊥,Γ → ∆ and so τJ⊔ S4(⊥), τJ⊔ S4(Γ) →
τJ⊔ S4(∆) is also justified by (L⊥) in GS4 because τJ⊔ S4(⊥) is ⊥.

(Step) There are several cases. We only present the proof for (LPi) and
(R⊃i). The other proofs follow in a similar way.
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(1) Ψ1 → Λ1 is the conclusion of rule (LPi), that is, is of the form pi,Ψ
′
1 →

Λ1 and so there is j = 2, . . . , n such that Ψj → Λj is □sps,Ψ
′
1 → Λ1. Hence

⊢GJ⊔ S4
□sps,Ψ

′
1 → Λ1 and so by (IH) ⊢GS4

τJ⊔ S4(□sps), τJ⊔ S4(Ψ
′
1) →

τJ⊔ S4(Λ1). So there is a derivation in GS4 for□sps, τJ⊔ S4(Ψ
′
1) → τJ⊔ S4(Λ1).

The thesis follows since τJ⊔ S4(pi) is □sps.

(2) Ψ1 → Λ1 is the conclusion of rule (R⊃i), that is, is of the form
Ψ1 → Λ′

1, φ1 ⊃i φ2 and therefore there is j = 2, . . . , n such that Ψ1 →
Λ′
1,□s(φ1 ⊃s φ2). Thus ⊢GJ⊔ S4

Ψ1 → Λ′
1,□s(φ1 ⊃s φ2) and so ⊢GS4

τJ⊔ S4(Ψ1) → τJ⊔ S4(Λ
′
1),□s(τJ⊔ S4(φ1) ⊃s τJ⊔ S4(φ2)) by (IH). The thesis

follows because □s(τJ⊔ S4(φ1)⊃s τJ⊔ S4(φ2)) is τJ⊔ S4(φ1 ⊃i φ2).

The previous result can be extended straightforwardly to derivation of
formulas.

Proposition 5.8. Let φ ∈ LJ⊔ S4. Then ⊢J⊔ S4 φ if and only if ⊢S4

τJ⊔ S4(φ).

We are ready to prove completeness of GJ⊔ S4 with respect to MJ⊔ S4.

Proposition 5.9. Let φ ∈ LJ⊔ S4. Then ⊨J⊔ S4 φ implies ⊢J⊔ S4 φ.

Proof: Suppose that ⊨J⊔ S4 φ. Hence ⊨S4 τJ⊔ S4(φ) by Proposition 5.3.
Thus ⊢S4 τJ⊔ S4(φ) by completeness of S4 (see [17]) and so, by Proposi-
tion 5.8, ⊢J⊔ S4 φ.

6. Concluding remarks

Inspired by the works of [12] and [11], we propose a logic combining intu-
itionistic and S4 modal logic in a tolerant way. That is, the intuitionistic
logician accepts that the classical principles are present for the modal lan-
guage fragment of the logic and the modal logician accepts that the intu-
itionistic principles hold in the intuitionistic language fragment of the logic.

We endow the logic with a Gentzen calculus and with a Kripke semantics
and show that the combined logic is sound and complete. We prove that
the combined logic extends conservatively intutionistic and S4 modal logic.
Moreover we show that the cut rule can be eliminated.

We want to study other metaproperties of the combined logic namely
decidability, Craig interpolation and definability. Moreover, we would
like to investigate combinations of intuitionistic and other modal logics.
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Furthermore, it would be interesting to leave the realm of Kripke seman-
tics and analyze for example the combination of paraconsistent logics with
intuitionistic or classical logic.
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Dep. Matemática
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Av. Rovisco Pais 1
1049-001 Lisboa, Portugal

Instituto de Telecomunicações
Basic Sciences and Enabling Technologies
Campus Universitário de Santiago
3810-193 Aveiro, Portugal

e-mail: cristina.sernadas@tecnico.ulisboa.pt

joao.rasga@tecnico.ulisboa.pt
cristina.sernadas@tecnico.ulisboa.pt


Bulletin of the Section of Logic

Volume 53/3 (2024), pp. 345–364

https://doi.org/10.18778/0138-0680.2024.07

Andrzej Walendziak

ON PRE-HILBERT AND POSITIVE IMPLICATIVE
PRE-HILBERT ALGEBRAS

Abstract

In the paper, pre-Hilbert algebras are defined as a generalization of Hilbert al-

gebras (namely, a Hilbert algebra is just a pre-Hilbert algebra satisfying the

property of antisymmetry). Pre-Hilbert algebras have been inspired by Henkin’s

Positive Implicative Logic. Their properties and characterizations are investi-

gated. Some important results and examples are given. Moreover, positive im-

plicative pre-Hilbert algebras are introduced and studied, their connections with

some algebras of logic are presented. The hierarchies existing between the classes

of algebras considered here are shown.

Keywords: Hilbert algebra, pre-Hilbert algebra, BCK-algebra, BCC-algebra, BE-

algebra, positive implicativity.

1. Introduction

L. Henkin [5] introduced the notion of ”implicative model”, as a model of
positive implicative propositional calculus. In 1960, A. Monteiro [14] has
given the name ”Hilbert algebras” to the dual algebras of Henkin’s implica-
tive models. In 1966, K. Iséki [7] introduced a new notion called a BCK
algebra. It is an algebraic formulation of the BCK-propositional calculus
system of C. A. Meredith [13], and generalize the concept of implicative
algebras (see [1]). To solve some problems on BCK algebras, Y. Komori
[12] introduced BCC algebras. These algebras (also called BIK+-algebras)
are an algebraic model of BIK+-logic. In [10], as a generalization of BCK
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https://doi.org/10.18778/0138-0680.2024.07
https://publicationethics.org/
http://orcid.org/0000-0002-9866-0781


346 Andrzej Walendziak

algebras, H. S. Kim and Y. H. Kim defined BE algebras. In 2008, A. Wal-
endziak [15] defined commutative BE algebras and proved that they are
BCK algebras. Later on, in 2010, D. Buşneag and S. Rudeanu [3] intro-
duced the notion of pre-BCK algebra. A BCK algebra is just a pre-BCK
with the antisymmetry. In 2016, A. Iorgulescu [6] introduced new gener-
alizations of BCK and Hilbert algebras (RML, aBE, pi-BE, pimpl-RML
algebras and many others).

In the paper, we define pre-Hilbert algebras in such a way that a Hilbert
algebra is just a pre-Hilbert algebra satisfying the property of antisymme-
try. It is a solution to Open problem 6.30 of [6]. We give basic properties
and examples of pre-Hilbert algebras. We also give some characterizations
of these algebras. Moreover, we introduce and investigate positive implica-
tive pre-Hilbert algebras and present their connections with some algebras
of logic. We show the hierarchies existing between all classes of algebras
considered here.

The motivation of this study consists algebraic and logical arguments.
Pre-Hilbert algebras introduced and investigated in the paper belong to a
wide class of algebras of logic, they are a natural generalization of well-
known Hilbert algebras. The definition of a pre-Hilbert algebra presented
here is inspired by Henkin’s Positive Implicative Logic [5].

2. Preliminaries

Let A = (A,→, 1) be an algebra of type (2, 0). We define the binary
relation ≤ by: for all x, y ∈ A,

x ≤ y ⇐⇒ x → y = 1.

We consider the following list of properties ([6]) that can be satisfied by A:

(An) (Antisymmetry) x → y = 1 = y → x =⇒ x = y,

(An’) (Antisymmetry) (x ≤ y and y ≤ x) =⇒ x = y,

(B) (y → z) → [(x → y) → (x → z)] = 1,

(B’) y → z ≤ (x → y) → (x → z),

(BB) (y → z) → [(z → x) → (y → x)] = 1,
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(BB’) y → z ≤ (z → x) → (y → x),

(C) [x → (y → z)] → [y → (x → z)] = 1,

(C’) x → (y → z) ≤ y → (x → z),

(D) y → ((y → x) → x) = 1,

(D’) y ≤ (y → x) → x,

(Ex) (Exchange) x → (y → z) = y → (x → z),

(K) x → (y → x) = 1,

(K’) x ≤ y → x,

(L) (Last element) x → 1 = 1,

(L’) (Last element) x ≤ 1,

(M) 1 → x = x,

(Re) (Reflexivity) x → x = 1,

(Re’) (Reflexivity) x ≤ x,

(Tr) (Transitivity) x → y = 1 = y → z =⇒ x → z = 1,

(Tr’) (Transitivity) (x ≤ y and y ≤ z) =⇒ x ≤ z,

(*) y → z = 1 =⇒ (x → y) → (x → z) = 1,

(*’) y ≤ z =⇒ x → y ≤ x → z,

(**) y → z = 1 =⇒ (z → x) → (y → x) = 1,

(**’) y ≤ z =⇒ z → x ≤ y → x.

Remark 2.1. The properties in the list are the most important properties
satisfied by a BCK algebra.
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Lemma 2.2 ([6]). Let A = (A,→, 1) be an algebra of type (2, 0). Then the
following hold:

(i) (M) + (K) =⇒(L);

(ii) (M) + (B) =⇒(*), (**);

(iii) (M) + (*) =⇒ (Tr);

(iv) (M) + (**) =⇒ (Tr);

(v) (M) + (BB) =⇒ (Re), (B), (C);

(vi) (C) + (An) =⇒ (Ex);

(vii) (M) + (L) + (**) =⇒ (K);

(viii) (M) + (B) + (C) =⇒ (BB).

Proof: (i)–(vii) follow from Proposition 2.1 and Theorem 2.7 of [6].
(viii) Let x, y, z ∈ A. By (B) and (C), 1 = (z → x) → ((y → z) →

(y → x)) ≤ (y → z) → ((z → x) → (y → x)). From (M) we conclude that
(y → z) → ((z → x) → (y → x)) = 1, that is, (BB) holds in A.

Following Iorgulescu [6], we say that (A,→, 1) is an RML algebra if it
verifies the axioms (Re), (M), (L). We introduce now the following defini-
tion.

Definition 2.3. ([6]) Let A = (A,→, 1) be an RML algebra. The algebra
A is said to be:

1. an aRML algebra if it verifies (An),

2. a pre-BCC algebra if it verifies (B),

3. a pre-BBBCC algebra if it verifies (BB),

4. a BCC algebra if it verifies (B), (An), that is, it is a pre-BCC algebra
with (An),

5. a BE algebra if it verifies (Ex),

6. an aBE algebra if it verifies (Ex), (An), that is, it is a BE algebra
with (An),
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7. a pre-BCK algebra if it verifies (B), (Ex), that is, it is a pre-BCC
algebra with (Ex) or, equivalently, it is a BE algebra with (B),

8. a BCK algebra if it is a pre-BCK algebra verifying (An).

Denote by RML, aRML, pre-BCC, pre-BBBCC, BCC, BE, aBE,
pre-BCK,BCK the classes of RML, aRML, pre-BCC, pre-BBBCC, BCC,
BE, aBE, pre-BCK, BCK algebras respectively. By definitions, we have

pre-BCC = RML + (B), pre-BBBCC = RML + (BB),
BE = RML + (Ex), pre-BCK = pre-BCC + (Ex) = BE + (B),
aRML = RML + (An), BCC = pre-BCC + (An),
aBE = BE + (An) = aRML + (Ex), BCK = pre-BCK + (An).

Remark 2.4. By Lemma 2.2 (v), (viii), pre-BBBCC = pre-BCC + (C).
Since (C) + (An) =⇒ (Ex), we have BCK = BCC + (Ex) = pre-BCC
+ (Ex) + (An) = pre-BCC + (C) + (An) = pre-BBBCC + (An).

The interrelationships between the classes of algebras mentioned before
are visualized in Figure 1.
It is known that ≤ is an order relation in BCC and BCK algebras. By
definition, in RML and BE algebras, ≤ is a reflexive relation; in aRML and
aBE algebras, ≤ is reflexive and antisymmetric. By Lemma 2.2 (ii)–(iv), in
pre-BCC, pre-BBBCC and pre-BCK algebras, ≤ is reflexive and transitive
(i.e., it is a pre-order relation).

3. Definition and properties of pre-Hilbert algebras

Let A = (A,→, 1) be an algebra of type (2, 0). Now, we consider the
following properties:

(pi) x → (x → y) = x → y,

(p-1) x → (y → z) ≤ (x → y) → (x → z),

(p-2) (x → y) → (x → z) ≤ x → (y → z),

(pimpl) x → (y → z) = (x → y) → (x → z).
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Remark 3.1. The properties above are the most important properties satis-
fied by Hilbert algebras. Recall that an algebra (A,→, 1) is called a Hilbert
algebra if it verifies the axioms (An), (K), (p-1). In [4], A. Diego proved
that Hilbert algebras satisfy (Re), (M), (L), (pi), (p-2), (pimpl). Moreover,
he showed that the class of all Hilbert algebras is a variety.

Proposition 3.2. Let (A,→, 1) be an algebra of type (2, 0). Then the
following are true:

(i) (Re) + (M) + (pimpl) =⇒ (pi),

(ii) (p-1) + (p-2) + (An) =⇒ (pimpl),

(iii) (Re) + (pi) =⇒ (L).

Proof: (i) By Proposition 6.4 of [6].
(ii) Obvious.

(iii) Let x ∈ A. We have x → 1
(Re)
= x → (x → x)

(pi)
= x → x

(Re)
= 1, thus

(L) holds in (A,→, 1).

Remark 3.3. From Proposition 3.2 (i) it follows that in RML algebras,
(pimpl) implies (pi). For BCK algebras, (pimpl) and (pi) are equivalent
(cf. Theorem 8 of [8]).

Proposition 3.4. Let (A,→, 1) be an algebra of type (2, 0). Then the
following are true:

(i) (M) + (K) + (p-1) =⇒ (Re),

(ii) (M) + (L) + (p-1) =⇒ (*),

(iii) (K) + (Tr) + (p-1) =⇒ (B),

(iv) (M) + (K) + (**) + (p-1) =⇒ (C),

(v) (Re) + (M) + (C) =⇒ (D),

(vi) (M) + (K) + (**) + (C) =⇒ (p-2).

Proof: (i) Let x ∈ A. We have 1
(K)
= x → ((x → x) → x)

(p-1)

≤ (x → (x →
x)) → (x → x)

(K)
= 1 → (x → x)

(M)
= x → x.
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(ii) Let x, y, z ∈ A and suppose that y ≤ z. We obtain 1
(L)
= x → (y →

z)
(p-1)

≤ (x → y) → (x → z). Hence, by (M), x → y ≤ x → z.
(iii) Let x, y, z ∈ A. By (K) and (p-1), y → z ≤ x → (y → z) and

x → (y → z) ≤ (x → y) → (x → z). Applying (Tr), we get y → z ≤ (x →
y) → (x → z).

(iv) Let x, y, z ∈ A. From (p-1) we obtain

x → (y → z) ≤ (x → y) → (x → z). (3.1)

By (K), y ≤ x → y and hence, by (**),

(x → y) → (x → z) ≤ y → (x → z). (3.2)

From (M) and (**) it follows that (Tr) holds in A. Using (Tr), from (3.1)
and (3.2) we have x → (y → z) ≤ y → (x → z).

(v) We have 1
(Re)
= (y → x) → (y → x)

(C)

≤ y → ((y → x) → x).
Applying (M), we get (D).

(vi) Conditions (K) and (**) imply (3.2), see the proof of (iv). By (C),
y → (x → z) ≤ x → (y → z). Then (x → y) → (x → z) ≤ x → (y → z),
by (Tr).

We introduce the following notion:

Definition 3.5. A pre-Hilbert algebra is an algebra (A,→, 1) of type (2, 0)
satisfying (M), (K) and (p-1).

Let us denote by pre-H and H the classes of pre-Hilbert and Hilbert
algebras, respectively.

Remark 3.6. Since (An) + (K) + (p-1) imply (M) (see [4] ), a Hilbert
algebra is in fact a pre-Hilbert algebra verifying (An), that is, H = pre-H
+ (An).

Remark 3.7. A motivation for the definition of pre-Hilbert algebra is Pos-
itive (Implicative) Logic given by L. Henkin [5]. This logic is the part of
intuitionistic logic corresponding to formulas in which implication occurs
as the only connective. The propositional calculus of Henkin system of
positive logic is specified by the following two axiom schemes:

(H1) α → (β → α),
(H2) (α → (β → γ)) → ((α → β) → (α → γ)).
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and the modus ponens inference rule. Conditions (K) and (p-1) of Defi-
nition 3.5 are inspired by axioms (H1) and (H2), respectively. Moreover,
(M) is inspired by the modus ponens (indeed, from (M) it follows that if
x = 1 and x → y = 1, then y = 1).

Remark 3.8. Note that Definition 3.5 is a solution to Open problem 6.30
of [6].

Theorem 3.9. Pre-Hilbert algebras satisfy (Re), (M), (L), (K), (*), (**),
(Tr), (B), (C), (D), (BB), (p-1), (p-2).

Proof: Let A be a pre-Hilbert algebra. By definition, A satisfies (M),
(K) and (p-1). By Proposition 3.4 (i), (M) + (K) + (p-1) imply (Re);
thus (Re) holds in A. By Lemma 2.2 (i), (M) + (K) imply (L); thus (L)
holds. From Proposition 3.4 (ii) we conclude that A satisfies (*), hence it
also satisfies (Tr) by Lemma 2.2 (iii). Applying Proposition 3.4 (iii), we
deduce that (B) holds in A. Then (**) also holds, see Lemma 2.2 (ii). By
Proposition 3.4 (iv), (M) + (K) + (p-1) + (**) imply (C); thus (C) holds.
From Proposition 3.4 (v) and (vi) it follows that (D) and (p-2) hold. By
Lemma 2.2 (viii), (M) + (B) + (C) imply (BB); thus (BB) holds.

Theorem 3.10. Let A = (A,→, 1) be an algebra of type (2, 0). The fol-
lowing are equivalent:

(i) A is a pre-Hilbert algebra;

(ii) A is a pre-BCC algebra satisfying (C) and (p-1);

(iii) A satisfies (M), (L), (B), (C) and (p-1);

(iv) A satisfies (M), (L), (BB) and (p-1);

(v) A is a pre-BBBCC algebra satisfying (p-1).

Proof: (i) =⇒ (ii) Follows from Theorem 3.9.
(ii) =⇒ (iii) By definition.
(iii) =⇒ (iv) By Lemma 2.2 (viii).
(iv) =⇒ (v) Since (M) + (BB) imply (Re), we conclude that A is a

pre-BBBCC algebra. Then (v) holds.
(v) =⇒ (i) Pre-BBBCC algebras satisfy (M), (L), (B), hence also (**)

and (K) (by Lemma 2.2 (ii), (vii)). Then A satisfies (M), (K) and (p-1).
Thus A is a pre-Hilbert algebra.
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Example 3.11. ([6], 9.24) Let A = {a, b, c, d, 1} and → be given by the
following table:

→ a b c d 1
a 1 a c c 1
b 1 1 d c 1
c a b 1 1 1
d a b 1 1 1
1 a b c d 1

.

Then (A,→, 1) verifies (Re), (M), (L), (BB). It does not verify (An) for
x = c, y = d; (Ex) for x = a, y = b, z = c; (pi) for x = a, y = b and (p-1)
for x = y = a, z = b. Therefore, (A,→, 1) is a pre-BBBCC algebra without
(An), (Ex) and (p-1).

Remark 3.12. Pre-Hilbert algebras do not have to satisfy (An), (Ex), (pi);
see example below.

Example 3.13. Consider the set A = {a, b, c, d, 1} and the operation →
given by the following table:

→ a b c d 1
a 1 c b d 1
b a 1 1 d 1
c a 1 1 d 1
d a c c 1 1
1 a b c d 1

.

We can observe that the properties (M), (K), (p-1) (hence (Re), (L), (B),
(BB), (C), (D), (*), (**), (Tr), (p-2)) are satisfied. Then, (A,→, 1) is a
pre-Hilbert algebra. It does not satisfy (An) for (x, y) = (b, c); (Ex) and
(pimpl) for (x, y, z) = (a, d, b); (pi) for (x, y) = (a, b).

Definition 3.14. If A is a pre-Hilbert algebra not satisfying (An), (Ex)
and (pi), then we say that A is proper.

Remark 3.15. The algebra given in Example 3.13 is a proper pre-Hilbert
algebra.

Remark 3.16. By Theorem 3.10, pre-H = pre-BBBCC + (p-1). HenceH
= pre-H + (An) = pre-BBBCC + (An) + (p-1) = BCK + (p-1). From
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Example 3.11 it follows that pre-H is a proper subclass of pre-BBBCC,
that is, pre-H ⊂ pre-BBBCC.

By Remark 3.16 and Figure 1, we can draw now the hierarchy between
pre-BBC and H, in the next Figure 2.
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Proposition 3.17. Let A = (A,→, 1) be a pre-Hilbert algebra. Then A
induces a pre-order ≤ on A, defined by: x ≤ y ⇐⇒ x → y = 1 and 1 is the
element of A satisfying the following conditions:
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(L1) x ≤ 1,

(L2) 1 ≤ x =⇒ x = 1.

Proof: Straightforward.

Proposition 3.18. Let A be a non-void set of elements and ≤ be a pre-
order relation on A and 1 be the element of A satisfying (L1) and (L2).
We define the operation → by

x → y =

{
1, if x ≤ y
y, if otherwise.

Then A = (A,→, 1) is a pre-Hilbert algebra.

Proof: It is easy to see that A satisfies (Re), (M), (L), (Tr) and (K).
Observe that A also satisfies (p-1). Let x, y, z ∈ A. We shall consider three
cases.

Case 1: x ≤ z. Then (x → y) → (x → z) = (x → y) → 1 = 1. Since A
satisfies (L), we conclude that (p-1) holds for x ≤ z.

Case 2: x ≰ z (that is, x ≤ z is false) and x ≤ y → z. In this case, we
have y ≤ z and x ≰ y. We obtain x → (y → z) = 1 = y → z = (x → y) →
(x → z).

Case 3: x ≰ z and x ≰ y → z. Then y ≰ z. Therefore, x → (y → z) =
x → z = z and (x → y) → (x → z) = (x → y) → z = z, since x → y ≰ z.
Thus (p-1) holds in A. Consequently, A is a pre-Hilbert algebra.

In particular, we have the following

Example 3.19. Let Z be the set of integers and let for x, y ∈ Z the symbol
x | y means that x divides y. Then the relation | is a pre-order on Z which
is not an order (for example, 1 | −1 and −1 | 1 but 1 ̸= −1). Moreover,
x | 0 for each x ∈ Z and if 0 | x, then x = 0. If we define the operation →
by

x → y =

{
0, if x | y
y, if otherwise,

then (Z, |, 0) is a pre-Hilbert algebra.
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Remark 3.20. The class of all pre-Hilbert algebras is a variety. Therefore,
if A1 and A2 are two pre-Hilbert algebras, then the direct product A =
A1 ×A2 is also a pre-Hilbert algebra.

Let T be be any set and, for each t ∈ T , let At = (At,→t, 1) be a
pre-Hilbert algebra. Suppose that As ∩ At = {1} for s ̸= t, s, t ∈ T . Set
A =

⋃
t∈T At and define the binary operation → on A via

x → y =

{
x →t y if x, y ∈ At; t ∈ T ,
y if x ∈ As, y ∈ At; s, t ∈ T, s ̸= t.

It is easy to check that A = (A,→, 1) is a pre-Hilbert algebra. The algebra
A will be called the disjont union of (At)t∈T .

Proposition 3.21. Any (proper) pre-Hilbert algebra can be extended to
a (proper) pre-Hilbert algebra containing one element more.

Proof: Let A = (A,→, 1) be a pre-Hilbert algebra and let δ /∈ A. On the
set B = A ∪ {δ} consider the operation:

x →′ y =

 x → y if x, y ∈ A,
δ if x ∈ A and y = δ,
1 if x = δ and y ∈ B.

Obviously, B := (B,→′, 1) satisfies the axioms (M) and (K). Further, the
axiom (p-1) is easily satisfied for all x, y, z ∈ A. Moreover, by routine
calculation we can verify it in the case when at least one of x, y, z is equal
to δ. Thus, by definition, B is a pre-Hilbert algebra. Clearly, if A is a
proper pre-Hilbert algebra, then B is also a proper pre-Hilbert algebra.

4. Positive implicative pre-Hilbert algebras

Recall that any Hilbert algebra satisfies (pi) and (pimpl), but pre-Hilbert
algebras do not have to satisfy these properties (see Example 3.13). From
[6] we have the following definitions:

Definition 4.1 ([6]).

1. A pi-RML algebra is an RML algebra verifying (pi).

2. A positive implicative RML algebra, or a pimpl-RML algebra for
short, is a RML algebra verifying (pimpl).



358 Andrzej Walendziak

Remark 4.2. Note that pimpl-RML algebras are also called generalized
Tarski algebras (see [11], [9], [6]).

First we give some characterizations of pi-pre-Hilbert algebras.

Theorem 4.3. Let A = (A,→, 1) be an algebra of type (2, 0). The following
are equivalent:

(i) A is a pi-pre-Hilbert algebra;

(ii) A satisfies (M), (K), (p-1), (pi);

(iii) A satisfies (M), (BB) and (pi);

(iv) A is a pi-pre-BBBCC algebra;

(v) A satisfies (M), (B), (C) and (pi);

(vi) A is a pi-pre-BCC algebra with (C).

Proof: (i) =⇒ (ii) By definition.
(ii) =⇒ (iii) Follows from Theorem 3.9.
(iii) =⇒ (iv) By Lemma 2.2 (v) and Proposition 3.2 (iii), A satisfies

(Re) and (L). Then A is a pi-pre-BBBCC algebra.
(iv) =⇒ (v) Follows from Lemma 2.2 (v).
(v) =⇒ (vi) By Lemma 2.2 (viii), A satisfies (BB). Applying Lemma

2.2 (v), we conclude that (Re) holds in A. From Lemma 3.2 (iii) it follows
that (L) also holds in A. Thus (vi) is satisfied.

(vi) =⇒ (i) Let A be a pi-pre-BCC algebra with (C). Then A satisfies
(Re), (M), (L), (B) (hence, by Lemma 2.2, (*), (**), (Tr), (K)), (pi), (C).
To prove (p-1), let x, y, z ∈ A. From (B) we conclude that y → z ≤ (x →
y) → (x → z). Using (*), we get

x → (y → z) ≤ x → ((x → y) → (x → z)). (4.1)

By (C),

x → ((x → y) → (x → z)) ≤ (x → y) → (x → (x → z)). (4.2)

Applying (Tr) and (pi), we obtain x → (y → z) ≤ (x → y) → (x → (x →
z)) = (x → y) → (x → z). Consequently, A is a pi-pre-Hilbert algebra.
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Example 4.4 ([6, 10.17]). Let A = {a, b, c, d, 1} and→ be defined as follows:

→ a b c d 1
a 1 b b d 1
b a 1 1 d 1
c a 1 1 d 1
d a c c 1 1
1 a b c d 1

.

Properties (M), (BB) and (pi) are satisfied, as is easy to check. From
Therem 4.3 we conclude that (A,→, 1) is a pi-pre-Hilbert algebra. It does
not satisfy (An) for x = b, y = c ; (Ex) and (pimpl) for x = a, y = d, z = b.

Remark 4.5. (1) Example 3.13 shows that there exists a pre-Hilbert algebra
which is not a pi-pre-Hilbert algebra. Therefore, pi-pre-H ⊂ pre-H.
(2) From Therem 4.3 we deduce that pi-pre-H = pi-pre-BBBCC = pi-
pre-BCC + (C).
(3) By definitions,
pi-RML = RML + (pi),
pi-pre-BCC = pre-BCC + (pi) = pi-RML + (B),
pi-BE = BE + (pi) = pi-RML + (Ex),
pi-pre-BCK = pre-BCK + (pi) = pi-BE + (B) and
pi-pre-BCK = pi-pre-BCC + (Ex) = pi-pre-H + (Ex).

By Remark 4.5, we can draw the hierarchy between classes RML and
pi-pre-BCK, in the next Figure 3.

Now we give several characterizations of positive implicative pre-Hilbert
algebras. We will use the following lemma:

Lemma 4.6 ([6]). Let A = (A,→, 1) be an algebra of type (2, 0) satisfy
(Re), (M) and (pimpl). Then A satisfies (L), (BB), (hence (B), (*), (**),
(Tr)), (K), (C), (p-1), (p-2), (pi).

From Lemma 4.6 we obtain

Proposition 4.7. Let A = (A,→, 1) be an algebra of type (2, 0). The
following are equivalent:

(i) A is a pimpl-pre-Hilbert algebra;

(ii) A satisfies (Re), (M), (pimpl);
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(iii) A is a pimpl-RML algebra, that is, it is a generalized Tarski algebra;

(iv) A is a pimpl-pre-BCC algebra;

(v) A is a pimpl-pre-BBBCC algebra.

Example 4.8 ([6, 10.18]). Consider the set A = {a, b, c, d, 1} and the oper-
ation → given by the following table:

→ a b c d 1
a 1 b b 1 1
b a 1 1 a 1
c a 1 1 a 1
d 1 c c 1 1
1 a b c d 1

.

We can observe that the properties (Re), (M), (pimpl) (hence (L), (B),
(BB), (C), (D), (*), (**), (Tr), (p-1), (p-2)) are verified. Then, (A,→, 1)
is a pimpl-pre-Hilbert algebra. It does not verify (An) for (x, y) = (b, c);
(Ex) for (x, y, z) = (a, d, b). Hence, it is not a pimpl-BE algebra.

Remark 4.9. (1) By Proposition 4.7, pimpl-pre-H = pimpl-RML =
pimpl-pre-BCC = pimpl-pre-BBBCC. Since (Re) + (M) + (pimpl)
imply (B), we conclude that pimpl-BE = pimpl-pre-BCK.
(2) From (1) we have pimpl-pre-H = pi-pre-H + (pimpl) = pi-RML +
(pimpl) = pi-pre-BCC + (pimpl) and pimpl-BE = pi-BE + (pimpl) =
pi-pre-BCK + (pimpl), because (Re) + (M) + (pimpl) imply (pi).
(3) Moreover, pimpl-pre-H + (Ex) = pimpl-RML + (Ex) = pimpl-BE.

Remark 4.10. By Remarks 6.19 and 6.19 of [6], we get H = pimpl-
aRML = pimpl-BCC = pimpl-BCK = pimpl-aBE = pimpl-BE +
(An).

Remark 4.11. Note that a self-distributive BE algebra (see [10]) is in fact
our pimpl-BE algebra.

Example 4.12. Let (Z, |, 0) be the algebra given in Example 3.19. It is
easy to see that (Z, |, 0) satisfies (Re), (M), (Ex) and (pimpl). Then, it
is a pimpl-BE algebra. Since 1 → −1 = 0 = −1 → 1 but 1 ̸= −1, and
(2 → 1) → 2 = 1 → 2 = 0 ̸= 2 we deduce that (Z, |, 0) does not satisfy
(An). Therefore, it is not a Hilbert algebra.
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Remark 4.13. Examples 4.4, 4.8 and 4.12 show that the inclusions below
are proper.
pi-pre-H ⊃ pimpl-pre-H ⊃ pimpl-BE ⊃ H.

From Remarks 4.9 and 4.10 we obtain Figure 4.
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5. Summary and future work

In this paper, we introduced pre-Hilbert algebras as a generalization of well-
known Hilbert algebras. We investigated basic properties of pre-Hilbert
algebras and presented some examples and characterizations of these al-
gebras. We defined and studied positive implicative pre-Hilbert algebras
and obtained their connections with some other algebras of logic consid-
ered here. In particular, we proved that the class of positive implicative
pre-Hilbert algebras coincides with the class of generalized Tarski algebras.
Finally, we showed the interrelationships between some subclasses of the
class of pi-RML algebras.

The results obtained in the paper can be a starting point for future
research. We suggest the following topics:

(1) Studying pre-Hilbert algebras with the implicative property, that
is, verifying the identity (x → y) → x = x.

(2) Describing the deductive systems, the congruences, the quotient
algebras, etc. of pre-Hilbert algebras.

(3) Investigating the connections between pre-Hilbert algebras and GE
algebras (generalized exchange algebras) introduced in 2021 by R. Bandaru
et al. [2].
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ABOUT LOGICALLY PROBABLE SENTENCES

Abstract

The starting point of this paper is the empirically determined ability to reason

in natural language by employing probable sentences. A sentence is understood

to be logically probable if its schema, expressed as a formula in the language of

classical propositional calculus, takes the logical value of truth for the majority

of Boolean valuations, i.e., as a logically probable formula. Then, the formal sys-

tem P is developed to encode the set of these logically probable formulas. Based

on natural semantics, a strong completeness theorem for P is proved. Alternative

notions of consequence for logically probable sentences are also considered.

Keywords: probable sentences, majority, logically probable formula, Boolean

valuation.

Intuitive motivation

Natural language reasoning can occasionally lead from true premises to
false conclusions, which is incorrect from the standpoint of classical logic.
Most of the time, the formulas of the classical propositional calculus (PC)
that correlate to such erroneous inferences are not particularly interesting
from a logical point of view. Consider the inference: “If it is raining, the
roadway will be wet. Therefore (the conclusion): If it is not raining, then
the roadway will not be wet.” Similarly: “If it is raining, the roadway will
be wet. Therefore (conclusion): If the roadway is wet, then it was raining.”
People routinely employ similar reasoning in their daily lives, even though
the results of these inferences are not logically certain or do not follow
logically from the premises. One non-trivial explanation for why this occurs
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is because, in the majority of real-world situations, the roadway simply will
not be wet if it has not rained. In other words, determining if it has rained
recently usually suffices to determine how wet the road is. We will not
investigate whether the water accidentally leaked from somewhere because
of a malfunction of a passing truck transporting mineral water or because a
Zeppelin flying nearby dropped a massive water-filled balloon. Extreme
situations, i.e., those that do not follow the ordinary course of things, are
disregarded in our predictions. We are only interested in what is normal or
typical, or what happens in most everyday situations. The precise sense in
which the conclusions of the above two inferences follow from the premises
will be given later in the paper.

We will provide one additional, perhaps distant analogy, which could
be helpful in the intuitive grounding of the research undertaken in the
next paragraphs. Consider a random device that is being utilized in a
particular manner for a specific purpose. Typically, such a device will
continue to function effectively until it wears out or malfunctions. As long
as it is operated in accordance with the instruction manual, the device
will function fairly effectively. In other words, the device will work if the
manufacturer’s requirements are satisfied, but it will not function well if
the manufacturer’s conditions are not met. The previous sentence contains
two conditional assertions that one will undoubtedly run into in everyday
life. Both are only probable, and we believe that is why we should try to
find the rules for employing probable statements.

In order to summarize the overall issue, the key problem is how logical
rules govern sentences that are merely probable, since it is known before-
hand that they do not generally hold true yet—at the same time—are true
in a limited number of or in most cases.

The observations outlined above and similar facts lead us to interest
in reasoning that involves sentences based on patterns (formulas) that are
true for most Boolean valuations.

1. Introduction

Let us take a typical propositional language based on an alphabet that com-
prises: (a) a countable set of propositional variables V = {p1, p2, p3, . . .};
(b) connectives: ¬,→,∨,∧,≡, respectively called negation, implication,
disjunction, conjunction and equivalence; (c) the ) and ( brackets, i.e., re-
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spectively, the closing bracket and the opening bracket. For the sake of con-
venience, we shall represent the variables with the symbols: p, q, r, s, t, . . ..
The meaning of the connectives is characterized by the so-called truth ta-
bles for classical logic. The set of all well-formed formulas that are based on
the aforementioned alphabet is denoted by the symbol FormPC . The sym-
bol Form→ denotes a proper subset of the set FormPC and contains formu-
las built only with the use of the variables, the sign of implication, and the
brackets. The set of all subsets of the set X is denoted by the symbol 2X ,
and the set of all finite subsets of the set X is denoted by the symbol FinX.
The derivability relation for the language of PC will be denoted by ⊢PC ,
and the corresponding consequence operation will be denoted by—CPC .
If X is a set, the symbol |X| denotes the cardinality of X. If A ∈ FormPC ,
the set of propositional variables in the formula A is denoted by the symbol
V ar(A), and the symbol |V ar(A)| denotes the cardinality of this set, e.g.,
V ar((p → q) ∨ r)) = {p, q, r} and |V ar((p → q) ∨ r))| = |{p, q, r}| = 3.

From the definition of the set of all Boolean valuations, which we denote
by the symbol V al, we know that it has a power of continuum. Each
element of the set V al is an extension of the valuation of propositional
variables v : V → {0, 1}. We will use the same symbol v for valuations of
propositional variables and valuations of formulae, as this should not cause
any confusion and is convenient.

Definition 1.1. Let A∈FormPC . For every v, v′∈V al : vRAv
′ iff v(p) =

v′(p), for any p ∈ V ar(A).

The equivalence classes of the relation RA will be denoted by [v]RA
.

Each valuation v′ ∈ [v]RA
can be uniquely assigned the restriction of the

valuation v′ to the propositional variables occuring in A, denoted further
by v′⌈V ar(A). We have:

Fact 1.2. Let A∈FormPC . For every valuation v′∈ [v]RA
holds:

v′⌈V ar(A) = v⌈V ar(A).

Proof: For every p ∈ V ar(A), (v′⌈V ar(A))(p) = (v⌈V ar(A))(p), which
gives v′⌈V ar(A) = v⌈V ar(A).

We will call each such restriction v⌈V ar(A): significantly different Bool-
ean valuation of the formula A or significantly different Boolean valuation
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for short, when it is clear what formula is involved. For the established for-
mula A∈FormPC , there is a mutually one-to-one correspondence between
equivalence classes and valuation restrictions.

This gives the following:

Fact 1.3. For any formula A, if |V ar(A)| = n, then |{v⌈V ar(A) : v ∈
V al}| = 2n (the number of significantly different Boolean valuations is 2n).

Definition 1.4. A formula A ∈ FormPC is called a tautology (or a PC
tautology) iff v(A) = 1 for every v ∈ V al.

The set of all tautologies of Classical Propositional Calculus (CPC)
will be further denoted by TAUTPC , with or without the index PC.

The obvious fact holds:

Fact 1.5. If A is a PC tautology, then (v⌈V ar(A))(A) = 1, for every
valuation v.

2. Logically probable formulas

Definition 2.1 (Logical probability function). We will call the function
m : FormPC → [0, 1] into a closed interval of real (rational) numbers
the logical probability function if for any A ∈ FormPC , m(A) =
|{v⌈V ar(A) : v(A) = 1}|/2|V ar(A)|.

Definition 2.2.1 A formula A∈FormPC will be called a logically prob-
able formula iff m(A) > 1/2.

Definition 2.3. A set X ⊂ FormPC is called contradictory iff A ∈ X
and ¬A ∈ X for some A ∈ FormPC . A set of formulas of PC is called
non-contradictory if it is not contradictory.

For the propositional language FormPC (recall the formulas inside the
set FormPC can use the negation sign) and a consequence operation C
defined for that language, the notion of a contradictory set of formulas is
not equivalent to the notion of an inconsistent set of formulas because a

1According to the meaning, a ‘probable sentence’ is one whose probability is greater
than 1/2, in the range of real numbers from 0 to 1. This sense of sentence probability
was considered by [2, p. 7]. I owe the Reviewer a significant simplification of these two
basic definitions.
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contradictory set must simultaneously contain a formula and its negation,
while an inconsistent set need not.

Recall that a set X is (simply) consistent (under C) iff there is no
formula A such that both A ∈ C(X) and ¬A ∈ C(X).

A set X is absolutely consistent (under C) iff C(X) ̸= FormPC .
2

In general, if X ⊂ FormPC is simply consistent, then X is absolute
consistent.

Using Definition 2.3, we can see that: if C(X) is non-contradictory, then
X is consistent; but if X is contradictory, then X is inconsistent because
X ⊂ C(X).

We cannot say much about the consistency of the whole set P because
we do not have a relevant operation of the consequence for the set P defined,
and that goes beyond our present work. However, there is a sense in which
the set P is provably consistent, namely by virtue of Lemma 2.4, under the
idle consequence Id (Id(X) = X, for any set X); cf. [8, p. 38]: Id(P ) = P
and P is non-contradictory.

Our further considerations (from Section 3 onwards) will concern the
set P but they will be restricted to purely implicational language. We will
then revisit the issue of consistency.

Lemma 2.4. The set P is non-contradictory.

Proof: Assume that P is contradictory, which means that some A and
¬A are members of the set P . This means that 1/2 < m(A) and 1/2 <
m(¬A), but m(¬A) = (1 − m(A)), hence m(A) < 1/2, which gives a
contradiction.

Lemma 2.5. The following statements hold: (a) P is decidable, i.e., there
exists an algorithm to determine in a finite number of steps whether any
formula A ∈ FormPC belongs to the set P or not. (b) P is not closed under
substitution. (c) P is not closed under modus ponens. (d) TAUT ⊂ P .
(e) it exists such A ∈ P , that A ̸∈ P and ¬A ̸∈ P . (f) the formulas built
only from propositional variables, brackets and the disjunction connective
belong to P . (g) P is inconsistent in propositional logic. (h) P ̸= FormPC .
(i) P is not closed with respect to the rule with the schema (A → B), (B →
C)//(A → C).

2Such an understanding of consistency is also suitable for languages without the
negation sign.
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Proof: (a) Use the method of truth tables. (b) (p → p) → q ̸∈ P while
p → q ∈ P . (c) (p ∨ q) ∈ P and (p ∨ q) → q ∈ P . (d) if A ∈ TAUT , then
m(A) = 1. (e) m(p) = m(¬p) = 1/2. (f) m(p ∨ q) = 3/4. (g) q ∈ CPC(P )
and ¬q ∈ CPC(P ) with modus ponens and substitution. (h) m(p) = 1/2.
(i) ((p → (q → p)) → (p → q)), ((p → q) → r) ∈ P , but ((p → (q → p)) →
r) ̸∈ P .

Lemma 2.6. Let A,B ∈ FormPC , the variable p ̸∈ V ar(A), |V ar(A)| = n
and V ar(B) = V ar(A) ∪ {p}, then the following hold:

1. |V ar(B)| = (n+ 1);

2. RB ⊂ RA;

3. [v′]RA
= [v′′]RB

∪ [v′′′]RB
; where v′′(p) = 1 and v′′′(p) = 0.

Proof: Ad. 1. Case 1 is obvious.
Ad. 2. Suppose < v, v′ >∈ RB , i.e., for any variable q ∈ V ar(B),

v(q) = v′(q). The set V ar(B) is a superset of V ar(A) (V ar(B) ⊃ V ar(A)),
for each variable r ∈ V ar(A), v(r) = v′(r), which results in vRAv

′.
Ad. 3. For the proof, take the pair <v, v′>∈ RA. Then, v(q) = v′(q)

for every q ∈ V ar(A). Any valuations v′′, v′′′ that belong to RB take the
same logical value for the variables belonging to the set V ar(A) as the
valuations v and v′. However, the only difference between the valuations
v′′ and v′′′ is the value they assign to the variable r, i.e., v′′(r) = 0 and
v′′′(r) = 1, or reversely. The variable has a value of 0 in one of these
valuations and a value of 1 in the other, yet both valuations fall under the
class [v′]RA

.

To explain it in another way and perhaps more intuitively, let us observe
that significantly different valuations of the formula A i.e. each v⌈V ar(A),
for v ∈ V al, can be represented as finite sequences of 0s and 1s. If x
represents such a string of length n, then the strings x0 and x1 represent
strings of length n + 1. Up to each finite height (level) n, the full binary
tree contains all such zero-one sequences with n-elements.3

We know from the previous lemma that if we add a new propositional
variable to formula A by means of any of the binary connectives, the num-
ber of equivalence classes of the new formula will double. On the other

3A binary tree consisting of a root alone has a height of 0.
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hand, if by equating two different variables we reduce the number of vari-
ables in formula A (for example, if p, q ∈ V ar(A) and |V ar(A)| = n), and
we substitute p for q in each place, we get formula B. Then, of course,
s = |V ar(B)| = |V ar(A)| − 1 = (n − 1) and the number of equivalence
classes will decrease from 2n to 2n−1, that is, it will be halved. If, on the
other hand, we increase the number of variables appearing in formula A by
combining it with the binary connective ∗ ∈ {∨,∧,→,≡} with any formula
B and obtain (A ∗ B), then as long as |V ar(A) ∩ V ar(B)| = r, the num-
ber of equivalence classes R(A∗B) will be 2n+s−r. This is also the number
of all significantly different Boolean valuations of the formula (A ∗ B) i.e.
|{v⌈V ar(A ∗B) : v ∈ V al}| = 2n+s−r.

Let us pay attention to the following important lemma with a somewhat
complex formulation:

Lemma 2.7. Let A,B, (A∗B) ∈ FormPC , where ∗ ∈ {→,∧,∨,≡}, A ∈ P ,
V ar(A) = n, V ar(B) = s, |V ar(A) ∩ V ar(B)| = r, m(A) = k/2n, and let
us denote with t the number of those valuations of the subformula A for
which it takes the value 1 in the set of all significantly different Boolean
valuations of the formula (A ∗ B) i.e. |{v⌈(A ∗ B) : v(A) = 1}| = t, then
k/2n = t/2n+s−r.

Proof: Suppose that the number of all Boolean valuations of the subfor-
mula A in (A ∗ B) for which it takes the value 1 is t, i.e., |{v⌈V ar(A ∗
B) : v(A) = 1}| = t. We know that 2n+s−r = (2n · 2s−r), therefore
(2n+s−r/2n) = 2s−r. From here we can see that the valuations of the
subformula A have been repeated 2s−r times without change in the set of
all valuations of the formula (A ∗ B), which means t = (k · 2s−r). Now
t/2n+s−r = t/(2n · 2s−r) = (k · 2s−r)/(2n · 2s−r) = k/2n.

The preceding lemmas should perhaps clarify the understanding of the
following lemmas and their proofs.

Lemma 2.8. The set P is closed with respect to each of the following rules
of conjunction elimination: (A ∧B)//A; and (A ∧B)//B.

Proof: Suppose that the formula (A ∧ B) belongs to the set P . Hence,
the majority of rows in the last column of its truth table contain 1. The
truth table of this formula has 1 in some row of the last column iff the truth
tables for each of formulas A and B have 1 in that row.
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Lemma 2.9. The set P is closed with respect to each of the following rules
of disjunction introduction: A//(A ∨B) and B//(A ∨B).

Proof: If the truth table for formula A has 1 in the majority of rows in
the last column, then the last column of the truth table for the formula
(A ∨B) contains 1 in at least the same rows as formula A; the same holds
for formula B.

Lemma 2.10. The set P is closed with respect to the rule given by A//(B →
A).

Proof: Let A be a member of the set P . The truth table for formula A
contains 1 in most of the rows in the last column. There will also be 1 in
the same rows of the truth table for (B → A) since an implication takes
the value 1 if its successor takes the value 14.

Lemma 2.11. The subset D of the set P (i.e., D ⊂ P ) of formulas which
contain just one propositional variable is a proper subset of the set TAUT
(D ⊂ TAUT ).

Proof: The truth table for any formula A ∈ D contains only two valua-
tions of the single variable. There is only one majority for a two-element
set, which is both elements of the set or all of them.

Lemma 2.12. For the set of countertautologies of PC, i.e., the set
CTAUT := {A : ¬A ∈ TAUT}, (CTAUT ∩ P ) = ∅ holds.

Proof: The last column of the truth table for the countertautologies con-
tains only 0s.

Theorem 2.13. The set P is closed with respect to a weakened form of the
rule of detachment of the scheme: if (A → B) ∈ P and A ∈ TAUT , then
B ∈ P .

Proof: Suppose that (A → B) ∈ P and A ∈ TAUT . If the formula B
were not an element of the set P , then at least half of the rows in the
last column of the truth table for formula (A → B) would contain 0, since
every row in the last column of the truth table for the formula A would

4This is just a sketch of the proof as the exact proof requires longer presentation,
but this should be clear enough.
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contain 1, and then the whole implication would not be a member of the
set P , which contradicts the assumption.

Theorem 2.14. The set P is closed with respect to a weakened form of the
detachment rule of the scheme: if (A → B) ∈ TAUT and A ∈ P , then
B ∈ P .

Proof: As in the proof of Theorem 2.13.

Lemma 2.15. The set P is not closed with respect to a rule of the scheme:
A,B//(A ∧B).

Proof: The formulas A = (p → q) and B = (q → p) both belong to the
set P , but ((p → q) ∧ (q → p)) ̸∈ P .

3. A system P of logically probable formulas
in an implicational language

Now, we will focus on the set Form→ of well-formed formulas built using
only propositional variables, brackets, and the implication sign; we shall
limit our consideration to the implicational part of PC, unless we explicitly
indicate otherwise or it is clear from the context. Strictly speaking, we will
consider the set P→ = (Form→ ∩P ); however, for the sake of convenience,
we will continue to use the P symbol as long as this does not lead to
confusion. We shall now define the syntactic consequence operation and
the corresponding derivability relationship ⊢P. As is already known, the
set of PC tautologies in a language with a single connective of implication
can be axiomatized into the following system T :

(T1) ((A → B) → ((B → C) → (A → C))) (hypothetical syllogism);

(T2) (A → (B → A)) (simplification);

(T3) (((A → B) → A) → A) (Peirce’s law);

(MP ) A, (A → B)//B (rule of detachment).

The set TAUT→ := TAUTPC ∩ Form→ is axiomatizable by means
of rule schemes T in the sense that all classical PC tautologies in our
language can be derived using formulas falling under the (T1)–(T3) schemes
and (MP ), i.e., CT (∅) = TAUT→, where CT is a consequence determined
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by T . In addition to these formulas, which are derivable in T , we still
have strictly probable formulas in the set P which are true for most but
not for all valuations (cf. Definition 3.1). We already know that the set of
such formulas is not closed with respect to the rule of detachment or the
substitution. The following question then arises:

[The Key Question] Is the entire set P→, and in particular the set of
strictly probable formulas (see Definition 3.1 below), axiomatizable i.e.,
defining an effective set of axioms, being a proper subset of the set P→,
when closed under the finite set of effective rules, gives the whole set P→?

Definition 3.1. We will call formula A a strictly logically probable formula
when A ∈ P and A ̸∈ CT (∅) = TAUT→. We will denote the set of all such
formulas by the symbol P ′.

The set P ′ is closed under the following version of the non-standard
rule, called the Successor Rule (RN):

Lemma 3.2. If A ∈ P ′,m(B) = 1/2, and ((A → B) → B) ̸∈ TAUT→,
then (A → B) ∈ P ′.

Proof: Following the assumption of this lemma, if ((A → B) → B) ̸∈
TAUT→, then for a certain valuation v, v(A) = v(B) = 0 and v(A →
B) = 1. Since m(B) = 1/2, i.e., B ̸∈ P , then in the worst case exactly
half of the truth table for formula (A → B) will contain zeros, and there
will be m(A → B) = 1/2. That is, half of the last column of the truth
table for the whole formula will then contain zeros in those rows where
formula B takes the value zero. The valuation v gives us the guarantee that
|{v⌈V ar(A → B) : v(A → B) = 1}| > |{v⌈V ar(A → B) : v(A → B) = 0}|
will occur: the whole implication will have at least one valuation v (which
assigns the whole formula the value) more than the number of valuations
assigning the value 0 to the implication.

The above objections are exemplified by the following formulas: (p →
q) → ((r → r) → s) (satisfies the assumptions of the lemma and belongs
to P ′) and (p → q) → ((p → p) → p) (does not satisfy the assumptions of
the lemma and does not belong to the set P ′).

Lemma 3.3. If A ∈ P ′ and the variable p ̸∈ V ar(A), then (A → p) ∈ P ′.

Proof: Directly from Lemma 3.2. for B = p.

At the same time we have, in a sense, a dual to Lemma 3.2.:



About Logically Probable Sentences 375

Lemma 3.4. If A ∈ P , then (B → A) ∈ P .

Proof: The proof is straightforward.

Lemma 3.5. Let A ∈ Form→ and |V ar(A)| = n. Then 2n−1 ≤ |{v⌈V ar(A) :
v(A) = 1}| i.e. m(A) ≥ 1/2.

Proof: Since Lemma 3.5 is very general, to demonstrate its validity we
shall use structural induction by the number of instances of connectives
in formula A. Let us assume the assumptions of the lemma. Base step:
A is a single variable p. Hence, there is only one Boolean valuation for
which p takes the value 1, and 20 = 1 ≤ 1. If A is a simple implication
(p → q), then the cardinality of the set of Boolean valuations for which this
implication takes the Boolean value of truth is obviously 3 and is greater
than 21 = 2. Inductive step: suppose that the lemma holds for formulas
B and C, and we want to prove that it holds for A = (B → C). Suppose
|V ar(B) ∩ V ar(C)| = k. We then have to consider cases where k = 0, i.e.,
V ar(B) ∩ V ar(C) = ∅, and where k > 0, i.e., V ar(B) ∩ V ar(C) ̸= ∅. In
the first case, assuming that |V ar(B)| = n and |V ar(C)| = m, the truth
table for formula (B → C) has 2n+m rows. The column under formula C
will contain 1 in half or more of the rows. The last column of such a table
will contain 1 in at least the same rows since an implication with a true
successor takes the logical value of truth. We will consider the second
case, where formulas B and C share at least one propositional variable,
i.e., k > 0. In this case, formula (B → C) will have (n +m − k) different
propositional variables, and its truth table will have 2n+m−k rows. The
number of valuations of the output formula is decreased by 2k times because
some valuations of the n + m variables are discarded as a result of the
equivocation of the shared variables. Let us take formula C as a starting
point for consideration and assume that it has 2m significantly different
valuations, while formula B has 2n−k such valuations. In this case, the
final truth table TA for the whole formula A = (B → C) will have 2n+m−k

valuations and will have, as a fragment, a 2n−k-fold repetition of the table
for C with 2m rows. In each such fragment for C, at least half of the rows
will contain 1 (based on the inductive assumption), therefore the same
rows under formula A will also contain 1 since implication A with the true
successor is true. Since this is the case in every occurrence of the fragment
for C, so it is the same in the whole TA table for A.
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Lemma 3.6. Let Form2 = {A : A ∈ Form→ and |V ar(A)| = 2}. Then
Form2 = (X∪Y )∪Z, where: X = {A : m(A) = 1}, Y = {A : m(A) = 1/2}
and Z = {A : m(A) = 3/4}.

Proof: This follows from Lemma 3.5. because 22−1 = 21 = 2 for n = 2.
The number of all significantly different Boolean valuations of A is equal
to 4, so the numbers k for which 2 ≤ k ≤ 4 are only 2, 3 and 4.

Some known theorems on classical propositional calculus can be applied
to our considerations on the set of exclusively implicational formulas. The
compactness theorem is one of these.

Lemma 3.7. The set P is closed with respect to a weakened form of the
detachment rule of the scheme: A ∈ P and (A → B) ∈ P and m(A∧B) >
1/2, then B ∈ P .

Proof: Let A ∈ P and (A → B) ∈ P and m(A ∧ B) > 1/2. Then it is
straightforward that m(B) > 1/2.

Lemma 3.8. Every subset of the set of formulas X ⊂ Form→ is satisfiable.

Proof: Straightforward from Lemma 3.5.

Definition 3.9. A rule of the form A//e(A), where e is an endomorphism,
will be called a restricted substitution rule (RSu).

To avoid going into the technical details, it suffices to say that e(A)
is the result of substituting only propositional variables for propositional
variables in the formula A, with the following caveats:

• a propositional variable has been substituted for a propositional vari-
able;

• one and the same variable is substituted for a particular variable in
all places where it occurs;

• the cardinality of the set V ar(A), cannot change as a result of the
substitution i.e., |V ar(A)| = |V ar(e(A))|.

Let h : V → V be a permutation of the set V onto V . The set of all
such permutations will be denoted by Perm := {h : h is a permutation
of the set V }. Each such permutation can be extended uniquely to the
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substitution e, which maps FormPC to FormPC and acts as a substitution
in our system5. Strictly speaking, e(A) is the value which is taken by a
substitution e applied to the formula A. We will use the letter h, possibly
with a subscript to denote arbitrary permutation of the set V , and we will
use e for the substitution of the entire set FormPC

6.

Lemma 3.10. The set P is closed under the rule (RSu) of the scheme:
A//e(A), for any substitution e.

Proof: Suppose A∈P ′, since the case is obvious for A∈TAUT→. There-
fore, m(A) > 1/2. It is clear that we can always find such endomor-
phisms e1, e2 that A//e1(A) and e1(A)//e2(e1(A)) = e(A) when V ar(A)∩
V ar(e1(A)) = ∅ and V ar(e1(A)) ∩ V ar(e2(e1(A))) = ∅. For a better un-
derstanding of what happens when performing substitutions such as e1 or
e2, let us imagine a truth table for the formula A. The substitution con-
sists solely of respectively replacing, in the row describing the table, some
sentence variables with others, as a result of which we get a truth table
for e1(A), and similarly for e2(e1(A)). The places in the table where the
logical values of the subformulas occur remain unchanged; in particular,
the number m(A) remains unchanged. Hence, m(e(A)) > 1/2.

a. Axiom schemas and inference rules for the system P

We are now in a position to answer the Key Question posed above about
the axiomatic system.

Definition 3.11. The system P is defined by the axioms arising from the
following schemes:

(T1) ((A → B) → ((B → C) → (A → C)));

(T2) (A → (B → A));

(T3) (((A → B) → A) → A);

(T4) formula (p → q);7

5This designation of e has its own tradition; cf. [8, pp. 18–22].
6Such substitutions, also called automorphisms, form a group and satisfies the con-

ditions of composition, associativity, identity and inverse. To denote substitution in our
sense we will use the signs: e, (possible with a subscript) and α, β.

7The variables p and q are distinct. By pure coincidence, a system with our axioms,
specially (T4), is mentioned in the paper [4, p. 193].
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and the following inference rules:

(RO) if ⊢P A and ⊢P (A → B) and m(A ∧B) > 1/2, then ⊢P B;

(RN) if ⊢P A and m((A → B) → B) ̸= 1, then ⊢P (A → B);

(RSu) if ⊢P A, then ⊢P e(A), for any substitution e.

Note. The Reviewer of the paper has requested to explain why in the rule
RO above is allowed to use the semantical information in the form m(A ∧
B) > 1/2. Firstly, it should be noted that the system presented differs from
the usual semantic presentation of classical logic by the ‘quantifier’ binding
the set of logical valuations of the formula. Usually metalogic allows only
two types of the quantifiers in its semantic description: ‘for each’ and
‘it exists’. Our description additionally allows ‘for most’. Secondly, the
properties of such systems are not well recognized and studied, and our
quantifier can be introduced into the metalogic of various non-classical
systems. Third, the questionable condition can be thrown out beyond the
formulation of the rule itself to the form:

(RO) if ⊢PA and ⊢P (A→B), then ⊢PB; provided that m(A∧B)>1/2.

And fourth, some conditions of a semantic nature are excluded because
they are too general and trivialize the Key Question of axiomatizability, as
in the example: ⊢P A, provided that m(A) > 1/2.

Lemma 3.12. The rules RO1 and RO2 are derivable in P; the scheme of
RO1 is: if A ∈ TAUT→ and ⊢P (A → B), then ⊢P B, and the scheme
of RO2 is: (A → B) ∈ TAUT→, then ⊢P B.

Proof: We will give the proof for RO1 only because the proof for RO2
is similar. Let us suppose that A ∈ TAUT→ and ⊢P (A → B), then
m(A ∧ (A → B)) = m(A ∧B) > 1/2, so m(B) > 1/2, and ⊢P B.

Lemma 3.13. In the system P, there is a derivable rule of the scheme:
A//((A → B) → B).

Proof: Suppose that: ⊢P A. The formula (A → ((A → B) → B)) is a
tautology of PC. Hence, by virtue of the (RO) rule, we have: ((A → B) →
B).

This rule is important because it corresponds in our system to the rule
described in Lemma 3.2.
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In order to clarify the restrictions imposed on the (RN) rule, let us
note that the formulas ((p → q) → p) and ((p → p) → q) are not ele-
ments of the set P , but the formula ((q → p) → p) is. However, since
we cannot use the RN rule for the derivation of this formula, we derive it
slightly differently. Here is the Hilbert-style proof in the system P, which
is characterized in Definition 3.11:

1. (p → q) from axiom (T4);

2. (q → r) from (T4) by rule (RSu);

3. ((q → r) → p) by virtue of Lemma 3.3;

4. ((q → r) → p) → ((q → p) → p) the PC-tautology;

5. ((q → p) → p) by virtue of Theorem 2.14. from 4. and 3.

Recall the following properties that a consequence operator C : 2FormPC →
2FormPC might satisfy for any set X,Y ⊂ FormPC :

(i) (Reflexivity) X ⊂ C(X);

(ii) (Monotonicity) X ⊂ Y ⇒ C(X) ⊂ C(Y );

(iii) (Idempotency) CC(X) ⊂ C(X);

(iv) (Structurality) eC(X) ⊂ C(eX) for each endomorphism e;

(v) (Finite) C(X) = ∪{C(Y ) : Y ⊂ X ∧ Y ∈ FinX}.

If C satisfies the conditions (i)–(iv), it is called structural; if it satisfies
conditions (i)–(iii), (v) it is called finitistic; and if it satisfies all the above
conditions, it is called standard. If we restrict the number of endomor-
phisms8 to the class of all automorphisms of the set FormPC , we obtain
a more detailed notion of the structural consequence operation. When CP

is the consequence that corresponds to our system P, then the following
occurs:

8In general, an endomorphism of FormPC need not be a function from FormPC

onto FormPC . In our case, it is always so because automorphisms are the unique
extensions of permutations of the set V .
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Lemma 3.14. The consequence operation CP satisfies conditions (i.)-(v.),
except that condition (iv.) holds not for each endomorphism but for any
substitution e that is a unique extension of the certain permutation h ∈
Perm.

Proof: The proof of condition (iv) requires special attention. Suppose
that A ∈ αCP(X). This means that such B exists that B ∈ CP(X) and
A = αB. Hence, there also exists a proof of αB based on the set αX.

Definition 3.15. A non-atomic formula A of the PC language is called
quasi-Horn if the following conditions are met: a) A is in canonical con-
junctive normal form (CCNF ); b) each literal clause (disjunction) contains
at least one positive literal.

The original Horn clause is supposed to contain at most one positive
literal, while our quasi-Horn formulas are supposed to contain at least one
positive literal.

Theorem 3.16 (weak completeness theorem). The consequence operation
CP that corresponds to the system P has the property: CP(∅) = P .

Proof: (⇒) Let us first prove the implications from left to right. Sup-
pose that the formula A ∈ CP(∅); thus, it has a proof based on a set of
axioms of the system P of the form < D1, D2, D3, . . . , Dn >, where each
Di(0 < i ≤ n) is either an axiom of the system or has been obtained from
prior expressions of this sequence by means of any of the rules of the sys-
tem. We will give a sketch of a well-known inductive proof, the essence
of which consists in showing that the property being proved is preserved
by the rules of the system. When the formula is an axiom, the matter
is evident because each axiom belongs to P . Also, for the rules (RO) and
(RN), the proof is straightforward by virtue of the corresponding theorems:
Theorem 2.13, Theorem 2.14., and Lemma 3.2. Consequently, we will con-
centrate on the case of the restricted substitution rule (RSu). Therefore,
let us assume that A ∈ P ′, i.e., A, is a strictly probable formula. Let
us take any bijection α : V → V . Let V ar(A) = {p1, . . . , pk}, hence
V ar(e(A)) = {e(p1), . . . , e(pk)}. According to the definition, v(A) = 1 for
the majority of the 2k valuations. If vj(0 < j ≤ 2k) is such a valuation
that vj(A) = 1, then for each such valuation vj the variables will take
corresponding logical values. Let us define the new valuation vm in the
form vj(pi) = vm(h(pi)), hence we have vj(A) = vm(e(A)), and so on for
every j.
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(⇐) We now want to prove the converse implication. Let us therefore
assume that A ∈ P and that V ar(A) = {p1, . . . , pk}. If A is a tautology,
then the case is obvious. Let be A ∈ P ′, then m(A) > 1/2. By virtue
of the relevant metatheorems, there is a formula of canonical conjunctive
normal form for A, which we will denote by ACCNF . Such a formula is
a conjunction of the clauses Ai(1 ≤ i < 2k−1), of disjunctive form whose
members, called literals, are single propositional variables or their negations
occurring in the formula A. Let us note that if A is a purely implicational
formula, then ACCNF is quasi-Horn. It can easily be seen by virtue of
Lemma 2.12. that ACCNF is a conjunction of at most 2k−1 conjuncts.
But the disjunction in the form (¬p1 ∨ ¬p2 ∨ . . . ∨ ¬pk) is excluded as
a such conjunct because, for the valuation v, if v(p1) = v(p2) = . . . =
v(pk) = 1, then v(A) = 1. So, each conjunct (elementary disjunction) of
the formula ACCNF contains at least one positive literal, and the number of
all conjuncts is less than 2k−1. It is a fact that (ACCNF ≡ A) ∈ TAUTPC ,
and this is provable in PC in the functionally complete language, which,
by virtue of the law of exportation of the scheme (B ∧ C → D) ≡ (B →
(C → D)) and the rule of equivalence elimination, we can transform to
the form (A1 → (A2 → (. . . (A((2k−1)−1) → A) . . .) ∈ TAUT→, that is
⊢P (A1 → (A2 → (. . . (A((2k−1)−1) → A) . . .). By applying the (RO) rule

2k−1 times and detaching in each step the subsequent formula Ai, we get
⊢P A. Applying the RO rule is in any case permissible since each formula
Ai and formula A satisfy the constraint imposed on its application. Note
also that every clause Ai is quasi-Horn, therefore part of such a formula
has always one of the following formulas or an equivalent formula: ¬p ∨ q;
p ∨ ¬q; p ∨ q, where p, q ∈ X.9 The corresponding formulas in the form
of an implication p → q, q → p, and ((p → q) → q) are equivalent to
each of the preceding formulas and are derivable in P. If the ACCNF

clause is more complex, then by the rule in Lemma 3.13. we can include
further disjunctive members of each clause of formula A. This completes
the proof.

Lemma 3.17. If A ⊢P e(A), then ⊢P (A → e(A)).

Proof: Suppose that |V ar(A)| = m and |V ar(e(A))| = n. IfA ∈ TAUT→,
then e(A) is also a tautology. So, suppose that A ̸∈ TAUT and A ⊢P e(A).

9Case: ¬p ∨ ¬q, is excluded as not being a quasi-Horn.
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If we show that m(A → e(A)) > 1/2, then by virtue of the weak complete-
ness theorem ⊢P (A → e(A)). We know that m(A) = m(e(A)) ≥ 1/2. The
table for the whole formula (A → e(A)), when m(A)=m(e(A))=1/2, will
have ones in the rows where its predecessor, formula A, has zeros, and this
will be exactly half of all the values of the whole implication. In addition
to this, the whole formula will have ones in the rows in which formula A
and e(A) take the value 1. Such rows certainly exist, hence the last column
of the table for the whole formula will be more than half full of ones. We
perform analogous reasoning for the case when m(A) = m(e(A)) > 1/2.
So, ⊢P (A → e(A)) by virtue of Theorem 3.16.

To prove the weak deduction theorem, we need to weaken the P system
to a system, which we will tentatively denote by the symbol P−. In this
new system, we will abandon the RSu rule, but we will close the axioms of
the system P− to any bijections and their endomorphisms, that is, to our
substitution.

Theorem 3.18 (weak deduction theorem). If {A} ⊢P− B, then
⊢P− (A→ B).

Proof: We will base our reasoning on the principle of ordinal induction,
which is equivalent to normal induction. We will prove precisely the fol-
lowing: ∀k(∀i(i < k → W (i)) → W (k)). Then, we will consider a general
sentence of the form: ∀nW (n). In our case, the formula W (n) will have
the following meaning: “a proof of B(< D1, . . . , Dn = B >) based on A,
having length n, can be transformed into a certain proof of (A → B) based
on the set ∅”. The theorem holds in the case where A is a tautology, so we
assume that A ̸∈ TAUT→. If k = 1, then it must be shown that there is
(∀i(i < 1 → W (i)) → W (1). Since the antecedent is true, it is equivalent to
the sentence W (1), i.e., a proof of length 1 has the property W . Thus, two
cases must be considered: (i) B = A; (ii) B is an axiom. If B = A, then
(A → B) = (A → A), and this is the theorem of the system P−. When B
is an axiom of P−, and if we take an axiom of the form (B → (A → B)),
then we can detach B (using RO), and we have (A → B). Now, if we
suppose that the theorem of the system P− holds for ∀i(i < k → W (i)),
then we need to show that it holds for a proof of length k, i.e., W (k).
Our system has three inference rules, so we need to examine each of the
three cases. If formula Dk is an axiom of the system or is identical to for-
mula A, then we repeat the reasoning for k = 1. For rule RO, suppose that
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there exist such indices i, j < k that Di = (Dj → Dk) = (Dj → B) and
m(Dj ∧ B) > 1/2. By virtue of the induction assumption, both A → Di

and A → Dj are theorems of the system. Let us now take a tautology of
the form (A → (Dj → Dk)) → ((A → Dj) → (A → Dk)). We can detach
(A → (Dj → Dk)) from it because it is a theorem of the system; next,
from the formula ((A → Dj) → (A → Dk)), which is also a theorem of
the system, we can detach (A → Dj) because m(Di ∧Dk) > 1/2, and also
(A → (Di ∧Dk)) > 1/2. Let us now consider the RN rule. Let us assume
that Dk = (Dj → C) for some formula Dj = B (which has a proof shorter
than k), and let us assume that ((B → C) → C) ̸∈ TAUT→. By virtue
of the induction assumption, we have a proof of (A → Dj) = (A → B).
Now, we need a proof for (A → (B → C)), where A ̸∈ TAUT→. By the
RN rule, we have ⊢P− ((A → B) → C), because ⊢P− (A → B) and
(((A → B) → C) → C) ̸∈ TAUT→, i.e., there exists such a valuation v
that v(C) = v(B) = 0 and v(A) = 1. From the tautology ((A → B) →
C) → (A → (B → C)) and its predecessor, we also have the successor
⊢P− (A → (B → C)).

The converse of the above theorem does not hold for P.

Theorem 3.19. It is not true that if ⊢P (A → B), then {A} ⊢P B.

Proof: The theorem ⊢P ((q → p) → p), whose proof is provided above,
serves as the counterexample to the implication from Theorem 3.20. The
thesis of the system P is also ⊢P (q → p); we obtain this thesis from
the axiom (T4)(p → q) by applying RSu. On the other hand, because the
rule of detachment is not a rule of P, the single variable is not a P-theorem
by virtue of Theorem 3.16. and the proof of Lemma 2.5.

Lemma 3.20. The set P is absolutely consistent under the consequence CP.

Proof: Directly from Theorem 3.16. and that, for example, ((p → p) →
p) ̸∈ P .

4. Three propositions for the definition
of the entailment relation

Definition 4.1 (entailment 1). The formula A follows from a set of for-
mulas X (symbolically: X |=1 A) iff for every B ∈ X, if B ∈ P , then
A ∈ P (or else: if X ⊂ P , then A ∈ P ).
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Definition 4.2 (entailment 2). Formula A follows from a finite set of for-
mulas X (symbolically: X |=2 A) iff (∧X → A) ∈ P , where ∧X is a gener-
alized conjunction of the elements of the set X, i.e., ∧X := (A1∧ . . .∧An).

Definition 4.3 (entailment 3). The formula A follows from a finite set of
formulas X (symbolically: X |=3 A) iff for most Boolean valuations v
of the formulas which belong to X—if these valuations have been assigned
the value 1—the value 1 has also been assigned to the formula A.

5. Some remarks on the family of all majorities

We should bear in mind that the proper object of the present work is some
notion of majority, which here we have fortunately managed to insert into
the consideration of the classical propositional calculus. So, the general
work on the notion of majority is still to be done. In this section, we will
assume that the family π(X) of the subsets of the set X is a majority
in the set of all valuations of the set X. In this section, we will try to
give suggestions for applying some typical algebraic concepts to the family
π(X). We do so because the findings of this section might, for someone,
form the basis of possible further investigations.

Definition 5.1. Let X be any finite set of propositional variables such
that |X| = n, and let VX denote the set of all valuations of variables of the
set X of the form v : X → {0, 1}. Then, by the symbol π(X) we denote a
subset of the set 2VX of the form π(X) = {Y : Y ⊂ VX ∧ 2n−1 < |Y |}.

Each element of the set VX can be naturally assigned to the formulas
of the language of the classical propositional calculus, but this is only pos-
sible for a functionally complete language. In the case of a functionally
incomplete language, there are valuations of variables to which the formu-
las of such a language do not correspond. On the other hand, a certain
set VX can be assigned to every formula A, where X = V ar(A). Among
formulas with two different propositional variables in a purely implica-
tional language, there are infinitely many tautologies, e.g., (p → (q → p)),
((p → p) → (q → q)), ((p → (p → q)) → (p → q)), and many others. The
same is true for other formulas from the set P , especially P ′. As already
mentioned, when a language is not functionally complete, such as a purely
implicational language, then the set π(X) may have less cardinality since
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there may be no formulas in a functionally incomplete language that de-
fine certain Boolean valuations. For example, in the case of formulas of
the Form→ language that are built with only two propositional variables,
p and q, we have only four elements of the set V{p,q}, and five elements of
the set π({p, q}), respectively:

• tautologies, i.e., formulas that are true for all valuations;

• v(p) = 1 and v(q) = 1, or v(p) = 1 and v(q) = 0, or v(p) = 0 and
v(q) = 1, and the corresponding formula is (p → q) → q;

• v(p) = 1 and v(q) = 1, or v(p) = 1 and v(q) = 0, or v(p) = 0 and
v(q) = 0, and the corresponding formula is (q → p);

• v(p) = 1 and v(q) = 1, or v(p) = 0 and v(q) = 0, or v(p) = 0 and
v(q) = 1, and the corresponding formula is (p → q).

Lemma 5.2. For the valuations v(p) = 1 and v(q) = 0, or v(p) = 0 and
v(q) = 0, or v(p) = 0 and v(q) = 1, there is no purely implicational formula
that defines them.

Proof: If there were such a purely implicational formula with two vari-
ables A(p, q) that were true only for these cases, then p/q := A(p, q) could
serve as the definition of a Sheffer stroke by the implication alone. This
would make it possible to define all binary connectives of the classical logic
solely by implication, which is not possible.

The set π(X) from Definition 5.1. is particularly interesting because of
its cardinality. For example, |π(X)| = 5 for |X| = 2; while |π(X)| = 94
when |X| = 3. The general formula for determining the cardinality of

this set looks like this: |π(X)| =
(

2n

2(n−1)+1

)
+ . . . +

(
2n

2(n−1)+2(n−1)

)
, when

|X| = n. Note that this function can be composed with the V ar function
and extended to the set of all FormPC : π′(A) := π(V ar(A)). For the sake
of emphasis, let us observe that for a language with implication alone there
are only four sets of valuations that the implication formulas correspond to.

Definition 5.3. For a finite set of variables X, the family π(X) forms a
certain algebra < π(X),∪,′ >, which satisfies the following conditions:

i. X ∈ π(X);

ii. If Y ⊂ Z and Y ∈ π(X), then Z ∈ π(X);

iii. If Y ∈ π(X), then Y ′ ̸∈ π(X).
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We will now apply the definition of a filter to the family π(X).

Definition 5.4. A family of sets F ⊂ π(X) is called a filter in the family
π(X) if the following conditions are satisfied:

I. X ∈ F ;

II. Y ⊂ Z and Y ∈ F , then Z ∈ F ;

III. If Z ∈ F and Y ∈ F , then Z ∩ Y ∈ F ;

IV. ∅ ̸∈ F .

As can be seen, the family F being the filter significantly reduces the
cardinality of the family π(X). For example, let us take the already
considered case of |X| = 2 and |π(X)| = 5. We then have V{p,q} =
{11, 10, 01, 00} and π({p, q}) = {X1 = {11, 10, 01, 00}, X2 = {11, 10, 01},
X3 = {11, 10, 00}, X4 = {11, 00, 01}, X5 = {10, 01, 00}}. There is only one
filter F in this family and it is non-proper: F = {X1}.

Based on the presented facts, we shall determine how we will understand
the semantic model of our system P. Since the traditional semantic model
that we are familiar with suffices for our purposes, we have so far been able
to understand it intuitively.

Definition 5.5. A structure MP =<< {1, 0}; f→ >;D = {1} > is called
a normal model for P.10

Functions, which are valuations, assign logical values of truth (1) or
false (0) to all propositional variables and formulas.

We have the following typology of formulas:

A. Formula A is satisfiable iff there is a valuation for which A takes the
logical truth value;

B. Formula A is logically probable iff it takes the logical truth value for
‘most’ Boolean valuations of A i.e. for most restrictions v⌈V ar(A) of
Boolean valuations of A.

C. Formula A is a tautology iff it takes the logical value of true for all
Boolean valuations.

10Of course, usually there are more functions: f¬, f∨, f∧, f≡.
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6. The strong completeness of the system P

Let us now consider Definition 4.1. as the fundamental definition of the en-
tailment. This definition is similar to Tarski’s definition of the entailment,
which preserves truthfulness in the sense that a proposition A does not fol-
low from the set of true propositions X when A itself is not true. A formula
A does not follow from the set of logically probable formulas X when it is
not itself logically probable, as stated in Definition 4.1. Additionally, un-
like other definitions that only permit finite sets X, this definition admits
any cardinality of the set X. It should be noted that, from the perspec-
tive of natural language, the requirement that the set of premises is finite
is not very unreasonable. Let us see, therefore, whether the consequence
that results from Definition 4.1. has the properties of a consequence in
the Tarskian (classical) sense. Since the so-understood consequence is a
relation, |=1⊂ 2Form × Form, we need to determine the properties of this
relation. We will show that it has the properties of Tarski’s consequence,
namely reflexivity, cut and monotonicity [5, p. 5].

Lemma 6.1.

a. If A ∈ X, then X |=1 A; (reflexivity).

b. If X |=1 B, for any B ∈ Y and X ∪ Y |=1 C, then X |=1 C; (cut).11

c. If X |=1 A and X ⊂ Y , then Y |=1 A; (monotonicity).

Proof: Ad a. Suppose that A ∈ X and X ⊂ P holds, then, of course, by
the definition of inclusion we have A ∈ P .

Ad b. Suppose X |=1 B, for every B ∈ Y and X ∪ Y |=1 C and
X ⊂ P . From these presumptions, we aim to demonstrate that X |=1 C.
We therefore have for every B ∈ Y , B ∈ P , that is Y ⊂ P . If X ⊂ P and
Y ⊂ P , then (X ∪ Y ) ⊂ P . And from this, we straightforwardly obtain
C ∈ P .

Ad c. Suppose that X |=1 A and Y ⊂ P . Hence, we have X ⊂ P , and
by the first assumption we have A ∈ P .

11Makinson [5] calls cut also a cumulative transitivity and characterizes it in the
terms of the consequence operator as follows: if X ⊂ Y ⊂ C(X), then C(Y ) ⊂ C(X).
Cut, given the above definition and in the presence of monotonicity, is equivalent to the
idempotence condition C(C(X)) ⊂ C(X).
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It seems natural to ask about the completeness of the system P, that
is, more precisely, whether every true formula of the language is simulta-
neously provable in this system. Such a theorem has the following strong
version: if X |=1 A, then X ⊢P A. We will attempt to provide a proof of
this important theorem later in this paper. On the other hand, the converse
implication if X ⊢P A, then X |=1 A is called the soundness theorem for
the system P, and we shall attempt to prove it first. The proof is similar
to the left-to-right implication of Theorem 3.16.

Theorem 6.2 (strong soundness of the system P). For any X ⊂ Form→
and A ∈ Form→, if X ⊢P A, then X |=1 A.

Proof: Suppose that X ⊢P A holds for given X and A, which we will
write in an equivalent way: A ∈ CP(X). Thus, A has a proof that is based
on the set of formulas X and the set of axioms of the system P of the form
d =< D1, D2, D3, . . . , Dn = A >, where each Di(1 ≤ i ≤ n) is either a
member of the set X, an axiom of the system, or has been obtained from
the prior expressions of this sequence using any of the four rules of the
system. The sequence that is a proof of a formula A based on the set of
formulas X will only contain a finite subset Y of the elements of the set
X, and for this set we have Y ⊢P A. This is due to the finite length of
the proof of a formula A. We will give a sketch of the well-known proof
of the inductive hypothesis W (n), which states that if d is a proof of A
based on the finite set Y ⊂ X, then Y |=1 A, which we shall demonstrate
for any n. To do so, it suffices to prove ∀n(∀k(k < n → W (k)) → W (n)).
Let us assume that the antecedent of the implication holds for any k < n
and W (k). The formula Dn = A in the proof d must appear as a result
of any of the following steps. When the formula A is an axiom or an
element of the set Y , then, of course, Y |=1 A. Also, for rules (RO)
and (RN), the case is evident by virtue of the corresponding theorems:
Theorem 2.13., Theorem 2.14. and Lemma 3.2. Therefore, only the proof
for the case of the restricted substitution rule (RSu) is needed. Let us
therefore assume that A ∈ P ′, i.e., A, is a strictly probable formula. Let
us take any bijection h : V → V . Let V ar(A) = {p1, . . . , pm}. Hence,
V ar(e(A)) = {h(p1), . . . , h(pm)}. By definition of the 2m valuations of
formula A, for most of them v(A) = 1. Let vj(0 < j < 2m) be such
that vj(A) = 1, then for each valuation vj of the propositional variables of
formula A, this formula will take the corresponding logical values. Let us
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define vj(pi) = vj(h(pi)), hence vj(A) = vj(e(A)) for every j. That is, if
X |=1 A, then {A} |=1 e(A), and finally X |=1 e(A).

We now proceed to the proof of completeness theorem: this is the most
important theorem for the system P; the proof is akin to the proof of the
right-to-left implication of Theorem 3.16. But first we draw the corollary,
the proof of which is based on Theorem 6.2 and Lemma 3.20:

Corollary 6.3. The system P is absolutely consistent, i.e., CP(∅) ̸=
Form→.

Theorem 6.4 (strong completeness theorem for P). For any X ⊂ Form→
and A ∈ Form→: if X |=1 A, then X ⊢P A.

Proof: We prove this theorem using some variant of Lindenbaum’s lemma
for our language that has no negation. Suppose then thatX |=1 A, i.e., that
if X ⊂ P , then A ∈ P . For an indirect proof, suppose that A ̸∈ CP(X),
hence the setX is consistent in the Post sense. Using Lindenbaum’s lemma,
we can extend the set X to a maximal and consistent set X∗ for a purely
implicational language. X∗ = ∪m∈NXm, where X0 = X; Xm+1 = Xm ∪
{wm}, if Xm ∪ {Wm} is consistent; and Xm+1 = Xm, if Xm ∪ {Wm} is
inconsistent. It is known that all formulas of the set Form→ can be put
on an infinite list: w0, w1, w2, . . . We must now prove the auxiliary lemmas
concerning the set X∗.

Lemma 6.5. Let a formula A ∈ Form→ be such that V ar(A) = {p1, p2, . . . ,
pn}: if for any Boolean valuation v and for any n ≥ i > 0, v(pi) = 1, then
v(A) = 1.

Proof: Induction by the complexity degree of a formula A. If A = p
and v(p) = 1, v(A) = 1. Suppose A = (B → C) and let formulas B,
C satisfy the assumptions of the theorem, i.e., v(B) = v(C) = 1, then
v(A) = v(B → C) = v(B) → v(C) = 1 → 1 = 1.

Lemma 6.6. For any A ∈ Form→ : A ∈ P iff A ∈ X∗.

Proof: Suppose that A ∈ P . By virtue of Theorem 3.16, ⊢P A, and
from the monotonicity of the consequence operation (Lemma 6.1(c)), we
obtain X∗ ⊢P A, hence A ∈ X∗. If A ̸∈ X∗ and the set X∗ is maximal,
then X∗ ∪ {A} is inconsistent. Conversely, suppose that A ∈ X∗, hence
X∗ ⊢P A. For the purpose of an indirect proof, we will assume that
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A ̸∈ P . By virtue of Lemma 3.5, in exactly half of the Boolean valuations
the formula A takes the Boolean value 1, and it takes the Boolean value 0
for the other half. Then, for such an A, {A} ⊢P p, where p is some variable
belonging to V ar(A).12 By further applying the rule (RSu) {p} ⊢P q, we
get {A} ⊢P q for any variable q. This, in turn, leads us to assert that X∗

is inconsistent, which contradicts the assumption.

One final step still needs to be proven:

Lemma 6.7. If A ∈ Form→ and m(A) = 1/2, then {A} ⊢P p for some
variable p ∈ V ar(A).

Proof: Assume that the assumptions of the lemma hold and let |V ar(A)| =
n. Thus, exactly 2n−1 possible Boolean valuations of formula A take the
value 1, and the other half of the valuations obviously take the value 0.
If the formula A = p, the lemma obviously holds. Suppose, then, that A
is a compound formula and has the form A = (A1 → B1) for some A1

and B1 ∈ Form→. Then, v(A) = 0 iff v(A1) = 1 and v(B1) = 0. As-
suming that B1 = (A2 → B2), then v(B1) = 0 iff v(A2 → B2) = 0 iff
v(A2) = 1 and v(B2) = 0. Thus, v(A) = 0 iff v(A1) = 1 and v(B1) = 0;
then v(A2) = 1 and v(B2) = 0. Following this pattern, after k > 1 steps we
arrive at Bk−1 = (Ak → p), where p ∈ V ar(A); iff (v(A1) = 1) ∧ (v(A2) =
1) ∧ . . . ∧ (v(Ak) = 1) ∧ (v(Bk) = v(p) = 0). From transitivity, we have if
v(A) = 0, then v(p) = 0, for some variable p ∈ V ar(A). By contraposition
for this variable, if v(p) = 1, then v(A) = 1. For the proof of the converse
implication, the key issue is whether it would be possible that v(p) = 0,
while v(A) = 1 for some valuation v. This case is ruled out since the table
for the formula A has 2n rows, half of which contain 0 and half of which
contain 1 in the last column. In the column under the variable p, also
half of the cells contain 0 and half contain 1. Consequently, if v(A) = 0,
then v(p) = 0, so 0 occurs at least in those rows of the column under the
variable p where the valuation of formula A equals 0, and exactly half of
the valuations equal 0. According to Definition 2.1, none of the other rows
in the column under the variable p can contain 0 because there are 2n−1

rows containing 1. Let us now construct a disjunctive normal form of the
formula A, that is AAPN . This formula is a disjunction of 2n−1 conjunc-
tions of literals with n members. In each such conjunction, there is as its

12The proof of this claim is given in Lemma 6.6 below.



About Logically Probable Sentences 391

member a variable p. We can move this variable to the front of the con-
junction by applying the law of distributivity of the disjunction over the
conjunction to AAPN . This allows us to derive p within PC : AAPN ⊢PC p.
Also, in PC it holds that AAPN ≡ A and AAPN ⊢PC A. By virtue of the
extensionality rule, we have A ⊢PC p. From the deduction theorem for
PC, we have ⊢PC (A → p); and from the definition of the system P, we
have ⊢P (A → p). Hence from A, by rule (RO1), we will obtain p, and
finally we will also obtain p ⊢P q, for any variable q, by rule (RSu).

Lemma 6.8. The set X∗ ∪ {A} is inconsistent when A ∈ Form→ and
exactly half of its Boolean valuations take the value 1 (as in Lemma 6.6).

Proof: The set {A} is inconsistent, as follows from Lemma 6.6. So, by
virtue of monotonicity, also X∗ ∪ {A} is inconsistent.

This completes the proof of Lemmas 6.6 and 6.7, and also the proof of
Theorem 6.4 (the strong completeness theorem).

As an illustration, let us observe that within the formulas of the PC lan-
guage written with three different variables (p, q, r), there are 70 formulas in
the disjunctive normal form that have exactly half of the rows occupied by
1s in the last column of their respective truth tables. Only three of these
formulas have equivalents that are simply implicational formulas. Such
formulas are characterized by the fact that applying the Quine-McCluskey
method—also known as Karnaugh’s method—to minimize Boolean func-
tions yields a single variable. The formulas in disjunctive normal form used
in the example are:

• (p ∧ q ∧ r) ∨ (p ∧ ¬q ∧ r) ∨ (¬p ∧ q ∧ r) ∨ (¬p ∧ ¬q ∧ r);

• (p ∧ q ∧ r) ∨ (p ∧ ¬q ∧ r) ∨ (p ∧ q ∧ ¬r) ∨ (p ∧ ¬q ∧ ¬r);

• (p ∧ q ∧ r) ∨ (¬p ∧ q ∧ r) ∨ (p ∧ q ∧ ¬r) ∨ (¬p ∧ q ∧ ¬r).

When understood as sets, the consequence relation |=1 and the relation
|=PC are distinct since they intersect. This is because {q → p} |=1 (p → q),
yet {q → p} |=PC (p → q) does not hold since, for valuations v(p) = 1 and
v(q) = 0, v(q → p) = 1, while v(p → q) = 0. Both relations hold when
premises and conclusions are tautologies. On the other hand, {(p → q) →
r, p → q} |=PC r, but {(p → q) → r, p → q} |=1 r does not hold because
the premises are elements of the set P , while the single variable r is not.
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A study of the consequence relation |=1 reveals that it has some unex-
pected properties, such as {q → p} |=1 p → q or—even more contentious—
{q → p} |=1 r → s. Due to the proven completeness theorem, {q → p} ⊢P

r → s holds because the derivation is allowed by the substitution rule
(RSu). This observation can serve as the starting point for consideration
of a system without this rule, which can be a challenging issue.

7. Further considerations regarding the entailment
relation

Since this paragraph concerns only purely implicational language, we need
to adapt Definition 4.2, which is of the logical consequence in the second
sense we have given, i.e., |=2.

Lemma 7.1 (entailment 2′). The formula A follows from a finite set of
formulas X = {A1, A2, . . . , An} (i.e., symbolically, {A1, A2, . . . , An} |=2 A)
iff (A1 → (A2 → (. . . (An → A)) . . .) ∈ P .

Proof: This transformation is made possible by the equivalence that is
the theorem of the PC: (A ∧B) → C) ≡ (A → (B → C)).

We will now demonstrate how the above understanding of the conse-
quence relation does not meet the classical properties of the consequence.

Lemma 7.2. The relation |=2 satisfies the conditions a. and c., but it does
not satisfy the condition b.:

a. If A ∈ X, then X |=2 A; (reflexivity).

b. It is not true that if for all B ∈ Y , X |=2 B, and X ∪ Y |=2 C, then
X |=2 C; (cut).

c. If X |=2 A and X ⊂ Y , then Y |=2 A; (monotonicity).

Proof: Ad a. Suppose that there exists A ∈ X = {A1, A2, . . . , An}.
Therefore, A = Ai, for some 0 < i < n + 1. Hence, {A1, A2, . . . , An} =
{A1, A2, . . . , Ai−1, Ai+1, . . . , An, Ai} |=2 A, and since (A1 → (A2 → (. . .
(Ai−1 → (Ai+1 → (. . . (An → (Ai → A))) . . .) is a tautology; therefore, by
virtue of Definition 2.2, {A1, A2, . . . , Ai−1, Ai+1, . . . , An, Ai} |=2 A because
Ai = A.
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Ad b. Suppose that for every B ∈ Y : X |=2 B, and X ∪ Y |=2 C,
where Y = {(q → p)}; B = (q → p); X = {(p → q)}; C = p. We have
(q → p) ∈ Y ; {(p → q)} |=2 (q → p), because ((p → q) → (q → p)) ∈ P ;
{(p → q)} ∪ {(q → p)} = {(p → q), (q → p)} |=2 p, because (((p →
q) ∧ (q → p)) → p) ∈ P ; but X = {(p → q)} |=2 p does not hold because
((p → q) → p) ̸∈ P .

Ad c. Suppose X |=2 A and X ⊂ Y and |Y | = n for some n. If Y
is not finite, then the consequence holds vacuously. By Definition 4.2., we
have (∧X → A) ∈ P and (∧Y → ∧X) ∈ TAUT , and from the transitivity
(∧Y → ∧X) → ((∧X → A) → (∧Y → A)). After commutating and
detaching (using (RO1)), we get (∧Y → ∧X) → (∧Y → A); then by
detaching the antecedent which is a tautology (using (RO2)), we get (∧Y →
A). This formula is a member of P . This, in turn, by virtue of Lemma 7.1,
gives Y |=2 A.

Let us now examine the properties of the third relation of consequence.
Note that here we are dealing with richer language since there is at least
a conjunction in addition to the implication. Nevertheless, we will try
to remove it. As we know, the set P itself is not closed with respect
to the rule of conjunction introduction (cf. Lemma 2.15). Let us note that
the following holds:

Lemma 7.3. Let X ⊂ FormPC and |X| = n. For any Boolean valuation
v : v(X) = 1 iff v(∧X) = 1.

Proof: Suppose v(X) = 1. This is so iff v(A) = 1 for any A ∈ X. Then,
of course, v(∧X) = 1. Conversely, if v(∧X) = 1, then v(A) = 1, for every
member A of the conjunction ∧X.

Based on above consideration, we can reformulate the definition of the
consequence |=3 and use it for the following lemma:

Lemma 7.4. Let X ⊂ Form→ be a finite set and A ∈ Form→. Then,
X |=3 A iff every Boolean valuation v from the set of the majority of
Boolean valuations satisfying the set X, i.e., v(X) = 1, also satisfies A,
i.e., v(A) = 1.

Proof: From Definition 4.3 and Lemma 7.3.

The idea behind this term is that we want every valuation which be-
longs to a majority of valuations and assigns a logical truth value to the
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conjunction of all premises to assign a logical truth value to the conclusion
as well. This term is different from both |=1 (even for finite sets of premises)
and |=2. For example, let us take the formulas: (p → q), (q → p) ∈ P .
Then, ((p → q) ∧ (q → p)) → p ∈ P , that is {(p → q), (q → p)} |=2 p,
but {(p → q), (q → p)} ̸|=1 p. To distinguish |=3 from |=2, note that
{(p → q)} |=2 (q → p) because ((p → q) → (q → p)) ∈ P ; however,
{(p → q)} |=3 (q → p) does not hold because, for a valuation where
v(p) = 0 and v(q) = 1, we have v(p → q) = 1 and v(q → p) = 0.

Lemma 7.5. For any finite X,Y ⊂ FormPC , and A,B,C ∈ FormPC :

A. If A ∈ X, then X |=3 A; (reflexivity)

B. If for all B ∈ Y : X |=3 B, and X ∪ Y |=3 C, then X |=3 C; (cut)

C. If X |=3 A and X ⊂ Y , then Y |=3 A; (monotonicity).

Proof: Ad A. Let A ∈ X, |X| = n. Suppose also that ∧X ∈ P , i.e., it
takes the value 1 for most Boolean valuations of this formula. For each
such Boolean valuation v, if v(∧X) = 1, then v(A) = 1. For if v(A) = 0,
then there would also be v(X) = 0. Thus X |=3 A.

Ad B. Suppose that for every B ∈ Y,X |=3 B, and X ∪ Y |=3 C.
Therefore, any valuation v of the conjunction ∧X that assigns it the value
1 assigns the value 1 to any formula B ∧ Y , therefore any such valuation
assigns the value 1 to the conjunction ∧Y . Hence, if v(∧X) = 1, then
v(∧Y ) = 1. Thus, the set of such valuations that v(X) = 1 is contained
in the set of valuations such that v(Y ) = 1. With X ∪ Y |=3 C, by
Definition 4.3 we can assert that each valuation (belonging to the majority
of valuations) that assigns value 1 to the conjunction ∧(X ∪ Y ) = (∧X) ∧
(∧Y ) assigns the same value to the formula C. Based on the corresponding
PC tautology, we have (∧X)∧(∧Y ) ≡ (∧X)∧(∧X → ∧Y ). So, there is an
inclusion of the set of Boolean valuations v such that v((∧X) ∧ (∧Y )) = 1
in the set of valuations such that v(∧X) = 1. Hence, X |=3 C.

Ad C. Suppose that |X| = n, |Y | = m, X |=3 A, X ⊂ Y and, for an
indirect proof, for any Y : Y ̸|=3 A. The majority of valuations in the
set of all Boolean valuations of the conjunction ∧X for which v(∧X) = 1,
under the assumption X ⊂ Y , is the superset of the set of those Boolean
valuations for which v(∧Y ) = 1. Thus, Y |=3 A, which is a contradiction.
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Because of the finiteness condition, it is debatable whether Defini-
tion 4.3 of the consequence is adequate for the realm of logically probable
formulations.

8. Conclusions

In our deliberations, the notion of majority plays an important role. There
are other research fields for which this concept is also important. For ex-
ample, there are studies focused on decision-making in the fields of social
choice theory, political sciences and economics, whose authors have exam-
ined how “[. . .] individual preferences and interests can be combined into
a collective decision.” [3, p. 1]. These studies are synthetically described
in [3], and the latest results are presented in [7]. This fact alone indi-
cates some conceptual affinity between these studies and considerations
presented in this paper. Moreover, the notion of majority in both my
theory and the theory of decision making is analysed in the context of in-
ferences and logic, although from different angles. In studies devoted to
group decision-making, this notion refers to the majority in a certain group
of subjects as a whole. In this case, the majority is a result of individual
choices made by decision-makers, and the decision of the group as a whole
(i.e., a collective judgement) is obtained through aggregation functions. In
the case analysed in this paper, the majority is formed only by the logical
valuations, and—unlike in the decision-making process—we do not need to
involve any extralogical apparatus. In short, group decision-making theory
uses means outside the arsenal of logic, while in our conception we remain
within purely logical concepts and the standard language of PC. We cannot
rule out combining our take on a majority within the framework of group
choice theory.

Another related line of research can be found in the field of logical
probability, which stems from Carnap and was developed by, for example,
[1]. This probability is defined for first-order sentences as the fraction of
the set of finite models for which a sentence is true in the set of all finite
models of the sentence. However, this study focused on logical probability,
unlike the study described in this paper; cf. [1].

The basic ideas of our paper were developed in the post-graduate thesis
of Olszewski, later summarized in a paper [6]. As I have already mentioned,
the real powerbroker of these considerations is the notion ofmajority. While
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in the presented paper majority appears in some tricky way, it seems that
the main further considerations should focus on the abstract notion of ma-
jority. Here by way of example, we will give five proposals of the definitions
of majority for some set U to show the richness of this concept. Below we
define the families of subsets of the universe U , denoted by πk(U); the
elements of these families are subsets which are the majorities in the set
U ; cf. [6]:

Def. A. Let U be any set, finite or infinite: π1(U) = {Y ⊂ U: |Y | > |Y ′|}.

Def. B. Let U be an infinite set of any cardinality: π2(U) = {Y ⊂ U :
|Y ′| = n}.

Def. C. Let U be an infinite set of any cardinality: π3(X) = {Y ⊂ U :
|Y | > |Y ′|}.

Def. D. Let U be a metric space with its metric d : π4(U) = {Y ⊂ U :
|Y | > |Y ′| and dY > dY ′}.

Def. E. Let U be a topological space: π5(U) = {Y ⊂ U : |Y | > |Y ′| and
if Y a dense subset of U}.

A quite natural direction for further research is to extend the main
results, including the completeness theorems, to the whole language of
propositional calculus. In a sense, the concept presented can be extended
to the concept of logical probability (majority) of first order formulas for a
finite universe. The concepts of the probability of the propositional language
formulas and themajority, understood as a form of modality operator, seem
equally promising.
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The equivalential algebra with conjunction on dense elements was intro-
duced in [5]. This algebra turned out to be one of the four polynomially
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researched ([3]). The third of these algebras is the three-element equiv-
alential algebra with conjunction on the regular elements. It was studied
in [4]. The mentioned work contains the description of this algebra, its
most important properties, the representation theorem, the construction
of the free algebra and the free spectrum.

Whereas, when it comes to the equivalential algebra with conjunction
on dense elements, we proved in [5] the representation theorem and we give
a sketch of the construction the finitely generated free algebras. The aim of
this paper is to extend the results of [5] by providing the formula for the free
spectrum (Section 4). In this way we complete the full description (with
accuracy to the polynomially equivalence) of the free algebras in congruence
permutable Fregean varieties generated by three-element algebras.

The second aim of this article is to describe the directly indecompos-
ability of the free algebras in the variety generated by the equivalential
algebra with conjunction on dense elements (Theorem 3.6).

2. Equivalential algebras with conjunction
on the dense elements

Preliminary facts can be found in [5], but for the convenience of the reader
we recall some basic information.

Definition 2.1. An equivalential algebra with conjunction on the
dense elements is an algebra D := ({0, ∗, 1}, ·, d, 1) of type (2, 2, 0), where
({0, ∗, 1}, ·, 1) is an equivalential algebra and d is a binary commutative
operation presented in the table below (on the right):

· 1 ∗ 0
1 1 ∗ 0
∗ ∗ 1 0
0 0 0 1

d 1 ∗ 0
1 1 ∗ 1
∗ ∗ ∗ ∗
0 1 ∗ 1

The interpretation of the name is given in [5, Definition 4.1]. We denote
by V(D) the variety generated by D.

A crucial role in the construction of the finitely generated free algebras
is played by the subdirectly irreducible algebras in V(D).
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Proposition 2.2. [5, Proposition 4.6] There are only three (up to iso-
morphism) nontrivial subdirectly irreducible algebras in V(D) : D,2,2∧,
where:

2 := {{0, 1}, ·, d, 1}, where d ≡ 1,

2∧ := {{∗, 1}, ·, d, 1}, where d(x, y) := x ∧ y.

Whatsmore, 2 and 2∧ are subalgebras of D.

Let A ∈ V(D). We denote by Cm(A) the set of all completely meet-
irreducible congruences on A.

We define an order ≤ on Cm(A) as follows:

φ ≤ ψ iff φ ⊆ ψ, for φ,ψ ∈ Cm(A).

We use the following notation:

L := {µ ∈ Cm(A) : A/µ ∼= 2},

L := {µ ∈ Cm(A) : A/µ ∼= D},

P := {µ ∈ Cm(A) : A/µ ∼= 2∧},

L := L ∪ L.

In our case it turns out that

φ ≤ ψ iff (φ ∈ L,ψ ∈ L,φ < ψ) or φ = ψ. (O1)

Moreover, if φ < ψ, then ψ = φ+.
Let φ,ψ ∈ Cm(A). We introduce an equivalence relation on Cm(A) as

follows (see [1, p. 51]):

φ ∼ ψ iff the intervals [φ,φ+] and [ψ,ψ+] are projective.

Definition 2.3. Let A ∈ V(D). The structure Cm(A) := (Cm(A),≤,∼)
is called a frame of A.

From [5, Proposition 5.4, Theorem 5.5] we get that the equivalence
classes of the relation ∼ on Cm(A) take the following form:

1. L ∈ Cm(A)/∼,

2. µ/∼ = {µ} for all µ ∈ L ∪ P .
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Moreover, (L ∪ {1A}, •, 1A) forms a Boolean group, where µ1 • µ2 :=
(µ1÷µ2)′ for µ1, µ2 ∈ L (÷ denotes the symmetric difference and ′ denotes
the complement of a set).

Now, we recall that every finite algebra from V(D) can be naturally
decomposed as the direct product of two algebras:

Proposition 2.4. Let A ∈ V(D) be finite. Then:

A ∼= A/∧L × A/∧P .

To construct the free algebras in V(D) we need the notion of the heredi-
tary sets [5, Definition 6.1] and the representation theorem
[5, Theorem 6.2].

Definition 2.5. Let A ∈ V(D) and Z ⊆ Cm(A). A set Z is hereditary
if:

1. Z = Z ↑,

2. L ⊆ Z or ((L ∩ Z) ∪ {1A}, •) is a hyperplane in (L ∪ {1A}, •).

We will denote by H(A) the set of all hereditary subsets of Cm(A).

Theorem 2.6. Let A ∈ V(D) and let A be finite. Then the map
M : A ∋ a → M(a) := {µ ∈ Cm(A) : a ∈ 1/µ} is the isomorphism
between A and (H(A),↔, d,1), where

Z ↔ Y := ((Z ÷ Y ) ↓)′

d(Z, Y ) := [Z ∪ ((Z ↓)′ ∩ L)] ∩ [Y ∪ ((Y ↓)′ ∩ L)],

1 := Cm(A),

for Z, Y ∈ H(A).

Using the above theorem we can build up elements of algebra A in V(D)
from the set Cm(A) with the order and the partial Boolean operation,
i.e. from the structure (Cm(A),≤, •).
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3. Free algebras

Let n ∈ N and let X be an n-element set of free generators of FD(n), where
D = {0, ∗, 1} is ordered by 0 < ∗ < 1. In [5] (Section 7) we give only the
sketch of the construction of FD(n), which was based on the observation
that we can identify any element of Cm(FD(n)) with a certain map, which
sends free generators in some subdirectly irreducible algebra in V(D). Now,
we will give a more detailed description of this construction, however, based
on a slightly different approach, using the fact that the only subdirectly
irreducible algebras in V(D) are D and its subalgebras 2∧ and 2 given by
sets {∗, 1} and {0, 1} (2.2). Recall that

L = {µ ∈ Cm(FD(n)) : FD(n)/µ ∼= D},

L = {µ ∈ Cm(FD(n)) : FD(n)/µ ∼= 2},

L = L ∪ L,

P = {µ ∈ Cm(FD(n)) : FD(n)/µ ∼= 2∧}.

We denote by e the map e : {0, ∗, 1} → {0, 1} given by e(0) = 0 and
e(∗) = e(1) = 1. Clearly, such defined e is a homomorphism of D onto 2.

Put now S(n) :=
{
f : X → D : f−1({0, ∗}) ̸= ∅

}
. As FD(n) is the free

algebra, every f ∈ S(n) can be uniquely extended to a homomorphism f
from FD(n) to D with Im f equal to one of three algebras: D, 2∧, or 2.
Thus ker f ∈ Cm(FD(n)). In S(n) we introduce an order relation ⪯ and
a partial binary operation · in the following way. For f, g ∈ S(n) we put
f ⪯ g if and only if f = g or g = e ◦ f , and if ∗ /∈ Im f ∪ Im g we define
(f · g)(x) := 1 if f(x) = g(x) and (f · g)(x) := 0 if f(x) ̸= g(x) for x ∈ X.

The following theorem allows us to identify the structures (S(n),⪯, ·)
and (Cm(FD(n)),≤, •), where ‘•’ is the partial Boolean operation on L.

Theorem 3.1. The map φ : S(n) ∋ f → ker f ∈ is an isomorphism of the
structures (S(n),⪯, ·) and (Cm(FD(n)),≤, •).

Proof: (1) φ is onto. Let µ ∈ Cm(FD(n)). Then FD(n)/µ is isomorphic
to K ∈ {D,2,2∧}. In all three cases we denote the isomorphism by ι.
Put πµ(t) = t/µ for t ∈ FD(n). Then ι ◦ πµ : FD(n) → K is a surjective
homomorphism. Hence ι ◦ πµ|X ∈ S(n) and φ (ι ◦ πµ|X) = ker(ι ◦ πµ) =
ker(πµ) = µ, as desired.
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(2) φ is one-to-one. Suppose, on the contrary, that f, g ∈ S(n), f ̸= g
and ker f = ker g. There is no loss of generality in assuming that there
exists x ∈ X such that f(x) < g(x). Clearly, f(x) = 0 and g(x) = ∗. Then
from Im f ∼= FD(n)/ ker f = FD(n)/ ker g ∼= Im g we deduce that Im f =
Im g. As 0 ∈ Im f and ∗ ∈ Im g, we have D = Im f = Im g. In consequence,
there exists y ∈ X such that f(y) = ∗, and hence f(yxx) = 1 = f(1), and
so 1 = g(yxx) = g(y) ∗ ∗ = g(y) = f(y), a contradiction.

(3) φ nad φ−1 are monotone. Let f, g ∈ S(n). If f ≺ g, then
g = e ◦ f . Since e is a homomorphism, we get g = e ◦ f , and so ker f ≤
ker g. Conversely, assume that ker f < ker g. From (O1) we have Im g ∼=
FD(n)/ ker g ∼= 2 and Im f ∼= FD(n)/ ker f ∼= D, and, in consequence,
Im f = D. Then there exists x ∈ X such that f(x) = ∗, and so
e(f(x)) = 1. Hence ker f < ker(e ◦ f) ∈ Cm(FD(n)). Thus, using (O1) we
obtain ker g = ker(e ◦ f), which implies g = e ◦ f , as required.

(4) φ preserves the partial operations. Let f, g ∈ S(n), f ̸= g, and
∗ /∈ Im f ∪ Im g. Then FD(n)/ ker f ∼= Im f = 2 and FD(n)/ ker g ∼=
Im g = 2. Moreover, ker f • ker g = (ker f ÷ ker g)′ ∈ Cm(FD(n)) and
Cm(FD(n))/(ker f • ker g) ∼= 2. Put h := φ−1(ker f • ker g). For x ∈ X
we have h(x) = 1 iff (x, 1) ∈ ker f • ker g iff (f(x) = 1 and g(x) = 1) or
(f(x) = 0 and g(x) = 0) iff (f · g)(x) = 1. Thus ker f • ker g = φ(f · g),
which completes the proof.

From the above theorem we get the following corollaries.

Corollary 3.2. |Cm(FD(n))| = 3n − 1.

Corollary 3.3.

1. L = {ker f : f ∈ S(n) and ∗ /∈ Im f};

L = {ker f : f ∈ S(n) and {0, ∗} ⊆ Im f};

P = {ker f : f ∈ S(n) and 0 /∈ Im f}.

Moreover, for f, g ∈ S(n) we have

2. ker f ≤ ker g if and only if {0, ∗} ⊆ Im f , ∗ /∈ Im g and f−1({∗, 1}) =
g−1({1});

3. the Boolean operation on L ∪ {1FD(n)} is defined by (1, x) ∈ ker f •
ker g if and only if f(x) = g(x) for x ∈ X.
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Theorem 3.1 allows us to identify elements from Cm(FD(n)) with maps
f from X to D. In the diagram, we will label these maps by the set of
generators belonging to the kernel of f .

Observe that the construction of the frame Cm(FD(n)) is similar to the
construction of the frame of the equivalential algebras with conjunction on
the regular elements, described in [4]. The number of elements of the
frame is the same in both cases, but the equivalence classes of relation ∼
are different.

This construction proceeds as follows:

1. Each µ ∈ Cm(FD(n)) is labelled by the set of indices {i : xi ∈
X ∩ (1/µ)} ⊆ {1, . . . , n}.

2. L has 2n−1 elements labelled by all proper subsets of {1, . . . , n} and
these elements form only one equivalence class.

3. P has 2n − 1 elements labelled by all proper subsets of {1, . . . , n},
but in this case each element forms a one-element equivalence class.

4. If µ ∈ L is labelled by S ⊊ {1, . . . , n}, so below µ (i. e. in L) there
are elements labelled by all proper subsets of S.

5. Each µ ∈ L forms a one-element equivalence class.

We will also use the following designations in the figures:

1. Each dot denotes an element of the frame.

2. Straight lines denote a partial ordering directed upwards.

3. The equivalence class with more than one element is marked with an
ellipse.

4. Each dot that does not lie in an ellipse denotes a one-element equiv-
alence class.

3.1. FD(2)

Cm(FD(2)) has 8 elements (Fig. 1): So, there are 9 hereditary sets on the
left side and 8 hereditary sets on the right side. Finally, |FD(2)| = 9·8 = 72.
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{1} ∅ {2}

∅ ∅

{1} ∅ {2}

Figure 1. Cm(FD(2))

3.2. FD(3)

Cm(FD(3)) has 26 elements (Fig. 2): On the left side there are 4536 heredi-
tary sets, and on the right side there are 128 hereditary sets. Consequently,
|FD(3)| = 4536 · 128 = 580608.

{1,2} {1,3} {2,3} {1} {2} {3} ∅

{1} ∅ {2} {1} ∅ {3} {2} ∅ {3} ∅ ∅ ∅

{1,2} {1,3} {2,3} {1} {2} {3} ∅

Figure 2. Cm(FD(3))

3.3. Direct indecomposability of FD(n)

Let us start from the following observation.

Proposition 3.4. Let g ≡ 0 ∈ S(n). Then ker g is the only minimal
element of (Cm(FD(n)),≤) lying in L.

Proof: Assume to the contrary that f ∈ S(n) and ker f < ker g. Then
∗ ∈ Im f and g−1({1}) = f−1({∗, 1}) ̸= ∅, a contradiction.

To prove the uniqueness take h ∈ S(n) such that ∗ /∈ Imh, and
h ̸= g. Take x0 ∈ X such that h(x0) = 1. Define f0 : X → D given
by f0(x) = h(x) for x ̸= x0 and f0(x) = ∗ for x = x0. Since 0 ∈ Imh,
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we get {0, ∗} ⊆ Im f0 and f−1
0 ({∗, 1}) = h−1({1}). From Corollary 3.3 we

obtain ker f0 < kerh.

Example 3.5.

1. |X| = 1. Then Cm(FD(1)) = L ∪ P , where L := {ker f : f(x1) = 0}
and P := {ker f : f(x1) = ∗}. From Proposition 2.4 we get FD(1) ∼=
2 × 2∧.

2. |X| = 2. From Fig. 1 we see that L = {µ1, µ2}, µ1 ≤ ker f , where
f(x1) = 1, f(x2) = 0, and µ2 ≤ ker g, where g(x1) = 0, g(x2) = 1.
Then µ1 ∧ µ2 ≤ ker f ∧ ker g ≤ ker f • ker g = kerh, where h(x1) = 0,
h(x2) = 0. Hence

∧
L = µ1 ∧ µ2. Moreover ker f < µ1 ∨ µ2, and

so µ1 ∨ µ2 = 1FD(2). Thus FD(2)/
∧
L ∼= FD(2)/µ1 × FD(2)/µ2

∼=
D × D, and finally, from [Proposition 2.4] FD(2) ∼= D2×(2

∧
)3.

Unfortunately, for n ≥ 3, the situation is not so easy, since FD(n)/
∧
L

is not directly decomposable.

Theorem 3.6. FD(n)/
∧
L is directly indecomposable for n ≥ 3.

Proof: Let n ≥ 3. For contradiction assume that FD(n)/
∧
L is directly

decomposable. Then, since Con(FD(n)/
∧
L) = {φ/

∧
L : φ ∈ Con FD(n)

and
∧
L ≤ φ}, we can find α1, α2 ∈ Con FD(n) such that

∧
L < αi for

i = 1, 2,
∧
L = α1 ∧α2 and α1 ∨α2 = 1FD(n). For i = 1, 2 define M(αi) :=

{µ ∈ Cm(FD(n)) : αi ≤ µ}. First, we show that M(αi) ∩ L ̸= ∅. For
this purpose, we deduce from properties of αi (i = 1, 2) that αi ̸= 1FD(n).
Thus M(αi) ̸= ∅ and if M(αi) ∩ L = ∅, then we would find µ ∈ M(αi)
such that µ ∈ P , and so

∧
L < µ. From [5, Proposition 5.4] we know that

|µ/ ∼| = 1, and this means, by [1, Lemma 22], that there exists γ ∈ L such
that γ ≤ µ, which contradicts (O1). Thus, we get M(αi) ∩ L ̸= ∅, and,
consequently, M(αi) ∩ L ̸= ∅.

Moreover, using [8, Theorem 4.4.(1)], we deduce that M(αi) ∩ (L ∪
{1FD(n)}) (i = 1, 2) is a Boolean subgroup of (L ∪ {1FD(n)}, •). Boolean

groups can be treated as vector spaces over Z2. We show that L∪{1FD(n)}
can be split as the direct sum of its vector subspaces M(αi)∩(L∪{1FD(n)})
(i = 1, 2). Firstly, we observe that M(α1) ∩M(α2) = ∅, since otherwise
there exists µ ∈ M(α1) ∩M(α2), and so 1FD(n) = α1 ∨ α2 ≤ µ, a contra-

diction. Take now µ ∈ L such that µ /∈ M(α1) ∪M(α2). Then, applying
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[5, Proposition 5.5] and [1, Lemma 22] again, by α1∧α2 ≤ µ we deduce that
there exist µ1, µ2 ∈ L such that α1 ≤ µ1, α2 ≤ µ2 and µ1 ∧ µ2 ≤ µ. Now
from [8, Lemma 3.10] we get that µ = µ1•µ2, µ1 ∈M(α1), and µ2 ∈M(α2).
HenceM(αi)∩(L∪{1FD(n)}) (i = 1, 2) form a direct sum equal L∪{1FD(n)}
of dimension n. Hence

∣∣{µ ∈ L : µ /∈M(α1) ∪M(α2)}
∣∣ > 2 for n ≥ 3. We

know from Proposition 3.4 that in L there is a unique minimal element
of (Cm(FD(n)),≤). Take µ ∈ L such that α1 ≰ µ, α2 ≰ µ, and µ is
not minimal in (Cm(FD(n)),≤). Then there is γ ∈ L such that γ < µ.
As α1 ∧ α2 ≤ γ and, by [5, Proposition 5.4], |γ/∼| = 1, we obtain, using
[1, Lemma 22] again, α1 ≤ γ or α2 ≤ γ. Thus α1 ≤ µ or α2 ≤ µ, a
contradiction.

4. Free spectrum

In this section we compute the cardinality of the free algebras in FD(n),
which is a laborious task. However, it is finally possible to find the explicit
formula on the free spectrum.

From the definition of L and P , property O1 and Definition 2.5 it follows
that:

Proposition 4.1.
|FD(n)| = |H(L)| · |H(P )|,

where H(L) := {Z ∩ L : Z ∈ H(FD(n))} and H(P ) := {Z ∩ P : Z ∈
H(FD(n))}.

We first compute the right factor of this product.

Proposition 4.2. Let P = {µ ∈ Cm(FD(n)) : FD(n)/µ ∼= 2∧}. Then:

|H(P )| = 22
n−1.

Proof: The set P contains 2n − 1 elements and every subset of the P is
a hereditary set. Therefore, the number of the hereditary sets is equal to
22

n−1.

Next, we compute the left factor. For this, we will use the following
lemma. This fact has been used in the proof of [6, Theorem 10]. However,
it was given without proof. We will denote by P (n) the family of all subsets
of the set {1, . . . , n}.
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Lemma 4.3. [6, p. 1352] The map

S : P (n) ∋ A→ S(A) := {C ∈ P (n) : |A \ C| is even}

gives a one-to-one correspondence between P (n) and {H ⊆ P (n) : (H, •) is
a hyperplane (P (n), •) or H = P (n)}, where (P (n), •) is a Boolean group
with the operation • defined as follows: B •C := (B÷C)′ for B,C ∈ P (n).

Proof: We give only the main ideas of the proof (we will skip the tedious
details). First, we note that (S(A), •) is a subgroup (P (n), •) for A ∈ P (n).
This is because {1, . . . , n} ∈ S(A) is a neutral element of(P (n), •) and it is
easy to check (by considering parity) that C1•C2 ∈ S(A) for C1, C2 ∈ S(A).

In the same manner we can see that if D1, D2 /∈ S(A), so D1 • D2 ∈
S(A). Therefore, if A ̸= ∅, so S(A) is a maximal subgroup of (P (n), •) (if
A = ∅, so it is obvious that S(A) = P (n)).

It remains to prove that S is bijective. Since the sets {H ⊆ P (n) :
H jest is a hyperplane or H = P (n)} and P (n) have the same cardinality
(equal to 2n), thus it is sufficient to prove that S is injective. Let A,B ∈
P (n) such that A ̸= B. We give the proof only for the case |A|—is odd,
|B|—is odd; the other cases are left to the reader. Thus there exists x ∈
P (n), such that x ∈ A and x /∈ B (or, conversely). Then |A \ {x}| is even,
so {x} ∈ S(A) and |B \{x}| is odd. In consequence, {x} /∈ S(B). Therefore
S(A) ̸= S(B).

Next, we use [6, Theorem 10.1], which we adapted to our case.

Theorem 4.4. We have

|H(L)| =

n∑
k=0

(
n

k

) n−1∏
m=1

(l(m))αk(n,n−m) (4.1)

where

αk(n, j) :=
∑
p

(
n− k

j − 2p

)(
k

2p

)
(4.2)

for p ∈ N, such that max(0, k + j − n) ≤ 2p ≤ min(k, j) for k, j ∈ N,
0 ≤ k ≤ n and 1 ≤ j ≤ n, where

l(m) := 22
m−1.
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Proof: LetA ∈ P (n). Therefore, from Lemma 4.3 it follows that (S(A), •)
is hyperplane in (P (n), •) or (S(A), •)=(P (n), •). Write H(A) := {Z ∈
H(L) : Z ∩ L = S(A)}. Then H(L) =

⋃
{H(A) : A ∈ P (n)}. Similarly to

[6, p. 1352], every H(A) can be identified with the Cartesian product of
the family subsets of C, such that C ∈ S(A) \ {1, . . . , n}. However, in our
case the number of such subsets is 22

m−1, where m = |C|.
From this we deduce that:

|H(L)| =
∑

A∈P (n)

|H(A)| =

∑
A∈P (n)

n−1∏
m=0

l(m)|{C∈S(A):|C|=m}|.

Next, note that if |A| = |B|, so:

|{C ∈ S(A) : |C| = m}| = |{C ∈ S(B) : |C| = m}|,

for A,B ∈ P (n). Therefore:

|H(L)| =

n∑
k=0

(
n

k

) n−1∏
m=1

l(m)βk(n,m),

where
βk(n,m) := |{C ∈ S(A) : |C| = m}|,

for A ∈ P (n), such that |A| = k.
Now, we calculate βk(n,m). If C ∈ S(A) and |C| = m, so |A \C| = 2p,

for p ∈ N. Since |A| = k, so |A∩C| = k− 2p. Thus |C \A| = m− (k− 2p).
Consequently, |{C ∈ S(A) : |C| = m}| =

(
k
2p

)
·
(

n−k
m−(k−2p)

)
. Finally we get

that
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βk(n,m) =
∑
p

(
n− k

m− (k − 2p)

)(
k

2p

)
=

∑
p

(
n− k

(n− k) − (m− (k − 2p))

)(
k

2p

)
=

∑
p

(
n− k

n−m− 2p

)(
k

2p

)
,

where p ∈ N, such that max(0, k−m) ≤ 2p ≤ min(k, n−m), for k,m ∈ N,
0 ≤ k ≤ n and 0 ≤ m ≤ n − 1. Taking αk(n, j) := βk(n, n − j) (then
j = n−m) we get (4.1).

To get the explicit formula, we use the following Lemmas.

Lemma 4.5 ([6, Proposition 11]). The functions αk (k ∈ N) fulfill:

1. The recurrence equation

αk(n+ 1, j) = αk(n, j) + αk(n, j − 1),

for n ≥ k and 1 ≤ j ≤ n.

2. The boundary conditions:

αk(k, j) =

{(
k
j

)
, j − even

0, j − odd
: 0 ≤ j ≤ k.

3.

αk(n, n) =

{
1, k − even

0, k − odd
: n ≥ k.

4.
αk(n, 0) = 1 : n ≥ k.

Lemma 4.6. [6, Lemma 12] Let n, k ∈ N and n ≥ k. Let us consider the
generating functions for the coefficients αk(n, j) (j = 0, . . . , n) given by

tn,k(z) :=

n∑
j=0

αk(n, j)zj .
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Then:

tk,k(z) =

k∑
j=0

j−parzyste

(
k

j

)
zj (4.3)

where

tn,k(z) = (z + 1)n−ktk,k(z). (4.4)

Next, we prove the following Lemma.

Lemma 4.7. Let k, j ∈ N. Then:

1) k∑
j=0

j−even

(
k

j

)
2k−j =

3k + 1

2
,

2) k∑
j=0

j−even

(
k

j

)
= 2k−1.

Proof: Ad. 1. Let:

a :=

k∑
j=0

j−even

(
k

j

)
2k−j and b :=

k∑
j=0

j−odd

(
k

j

)
2k−j .

Then a+ b =
∑k

j=0

(
k
j

)
2k−j · 1j = (2 + 1)k = 3k.

In turn

a−b =

k∑
j=0

j−even

(
k

j

)
2k−j−

k∑
j=0

j−odd

(
k

j

)
2k−j =

k∑
j=0

(
k

j

)
2k−j ·(−1)j = (2−1)k = 1.

From the system of equations: a+ b = 3k and a− b = 1 we get a = 3k+1
2 .

Ad. 2. Let:

a :=

k∑
j=0

j−even

(
k

j

)
and b :=

k∑
j=0

j−odd

(
k

j

)
.
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Hence a+ b =
∑k

j=0

(
k
j

)
= 2k,

and

a− b =

k∑
j=0

j−even

(
k

j

)
−

k∑
j=0

j−odd

(
k

j

)

=

k∑
j=0

(
k

j

)
1k−j · (−1)j = (1 − 1)k = 0.

From the system of equations: a + b = 2k and a − b = 0 it follows that
a = 2k−1.

Now, we prove the following result:

Corollary 4.8.

tn,k(1) =

{
2n k = 0,

2n−1 k ̸= 0.
(4.5)

Proof: From (4.4) and then from (4.3), we have for k = 0:

tn,0(1) = 2nt0,0(1) = 2n
0∑

j=0
j−even

(
0

j

)
1j = 2n.

Now, let k ̸= 0:

tn,k(1) = 2n−ktk,k(1) = 2n−k
k∑

j=0
j−even

(
k

j

)
1j .

Lemma 4.7 shows that
k∑

j=0
j−even

(
k

j

)
= 2k−1.

Hence
tn,k(1) = 2n−k · 2k−1 = 2n−k+k−1 = 2n−1.
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Finally we prove the following theorem.

Theorem 4.9.

|H(L)| = 23
n−2n+1+1 + (2−2n−1−2n+1)

n∑
k=1

(
n

k

)
2

3n−k(3k+1)
2 .

Proof: From (4.1) it follows that:

|H(L)| =
n∑

k=0

(
n

k

) n−1∏
m=1

(22
m−1)αk(n,n−m). (4.6)

Replacing n−m by j, we get:

|H(L)| =
n∑

k=0

(
n

k

)
2
∑n−1

j=1 (2n−j−1)αk(n,j). (4.7)

We calculate separately the above exponent.
Let Wk :=

∑n−1
j=1 (2n−j − 1)αk(n, j). Then:

Wk =
n−1∑
j=1

(2n−j − 1)αk(n, j) =
n−1∑
j=1

2n−jαk(n, j) −
n−1∑
j=1

αk(n, j)

=
n∑

j=0

2n−jαk(n, j) − 2n−0αk(n, 0) − 2n−nαk(n, n)

− (

n∑
j=0

αk(n, j) − αk(n, 0) − αk(n, n))

=

n∑
j=0

2n−jαk(n, j) − 2nαk(n, 0) − αk(n, n)

−
n∑

j=0

αk(n, j) + αk(n, 0) + αk(n, n).

Simplifying and applying Lemma 4.5(4), we get:

Wk =
n∑

j=0

2n−jαk(n, j) −
n∑

j=0

αk(n, j) − 2n + 1. (4.8)

HP
Notatka
Accepted ustawione przez HP
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We now compute the first sum in (4.8). We denote it by Sk. Then

Sk =

n∑
j=0

2n−jαk(n, j) =

n∑
j=0

2n · 2−jαk(n, j) = 2n
n∑

j=0

2−jαk(n, j).

On account of Lemma 4.6, we have:

Sk = 2n · tn,k(
1

2
) = 2n · (

1

2
+ 1)n−k · tk,k(

1

2
) = 2n

3n−k

2n−k

k∑
j=0

j−even

(
k

j

)
2−j =

3n−k · 2k
k∑

j=0
j−even

(
k

j

)
2−j = 3n−k

k∑
j=0

j−even

(
k

j

)
2k−j .

From Lemma 4.7 we conclude that

Sk = 3n−k 3k + 1

2
.

It follows from Lemma 4.6 that the second sum in (4.8) is equal to tn,k(1).
Hence:

Wk = 3n−k 3k + 1

2
− tn,k(1) − 2n + 1.

Applying Corollary 4.8 and Lemma 4.6 we deduce that:

W0 = 3n − 2n+1 + 1,

In turn for k ̸= 0 we get:

Wk = 3n−k 3k + 1

2
− 2n−1 − 2n + 1.

We can now return to (4.7). We get:

|H(L)| = 23
n−2n+1+1 +

n∑
k=1

(
n

k

)
2

3n−k(3k+1)
2 −2n−1−2n+1 =

23
n−2n+1+1 + (2−2n−1−2n+1)

n∑
k=1

(
n

k

)
2

3n−k(3k+1)
2 .
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We can now formulate our main result.

Theorem 4.10. Let n ∈ N. Then

|FD(n)| = 23
n−2n +

n∑
k=1

(
n

k

)
2

3n+3n−k

2 −2n−1

.

Proof: Combining Theorem 4.9 with Proposition 4.2 we deduce that

|FD(n)| = 22
n−1(23

n−2n+1+1 + (2−2n−1−2n+1)

n∑
k=1

(
n

k

)
2

3n−k(3k+1)
2 ) =

23
n−2n+1+1+2n−1 + (2−2n−1−2n+1+2n−1)

n∑
k=1

(
n

k

)
2

3n−k(3k+1)
2 =

23
n−2n + 2−2n−1

n∑
k=1

(
n

k

)
2

3n−k(3k+1)
2 = 23

n−2n +

n∑
k=1

(
n

k

)
2

3n+3n−k

2 −2n−1

.

Corollary 4.11. Let n ∈ N. Then |FD(n)| is asymptotically equal to
23

n−2n .

Proof: According to the above theorem, it is sufficient to show that:∑n
k=1

(
n
k

)
2

3n+3n−k

2 −2n−1

23n−2n
n→+∞−−−−−→ 0.

First observe that:

0 ≤
∑n

k=1

(
n
k

)
2

3n+3n−k

2 −2n−1

23n−2n
≤ 2n · 2

3n+3n−1

2 −2n−1

23n−2n
≤ 2n+

3n+3n−1

2 −2n−1

23n−2n
.

We next show that: 2n+3n+3n−1

2
−2n−1

23n−2n
n→+∞−−−−−→ 0.

Since n + 3n+3n−1

2 − 2n−1 = n + 4·3n−1

2 − 2n−1 = n + 2 · 3n−1 − 2n−1, it
follows that:

2n+
3n+3n−1

2 −2n−1

23n−2n
=

2n+2·3n−1−2n−1

23n−2n

= 2n+2·3n−1−2n−1−3n+2n

= 2n−3n−1+2n−1

.
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Now that n−3n−1 +2n−1 = 3n−1( n
3n−1 −1+( 2

3 )n−1)
n→+∞−−−−−→ −∞, we have

2n+
3n+3n−1

2 −2n−1

23n−2n
n→+∞−−−−−→ 0,

and the proof is complete.
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[1] P. M. Idziak, K. S lomczyńska, Polynomially rich algebras, Journal of Pure

and Applied Algebra, vol. 156(1) (2001), pp. 33–68, DOI: https://doi.org/

10.1016/S0022-4049(99)00119-X.
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[5] S. Przyby lo, K. S lomczyńska, Equivalential algebras with conjunction on the

regular elements, Bulletin of the Section of Logic, vol. 51(4) (2022),

pp. 535–554, DOI: https://doi.org/doi.org/10.18778/0138-0680.2022.22.
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