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Mohammad Hamidi

EXTENDED BCK-IDEAL BASED ON
SINGLE-VALUED NEUTROSOPHIC HYPER

BCK-IDEALS

Abstract

This paper introduces the concept of single-valued neutrosophic hyper BCK-

subalgebras as a generalization and alternative of hyper BCK-algebras and on

any given nonempty set constructs at least one single-valued neutrosophic hy-

per BCK-subalgebra and one a single-valued neutrosophic hyper BCK-ideal.

In this study level subsets play the main role in the connection between single-

valued neutrosophic hyper BCK-subalgebras and hyper BCK-subalgebras and

the connection between single-valued neutrosophic hyper BCK-ideals and hyper

BCK-ideals. The congruence and (strongly) regular equivalence relations are the

important tools for connecting hyperstructures and structures, so the major con-

tribution of this study is to apply and introduce a (strongly) regular relation on

hyper BCK-algebras and to investigate their categorical properties (quasi com-

mutative diagram) via single-valued neutrosophic hyper BCK-ideals. Indeed, by

using the single-valued neutrosophic hyper BCK-ideals, we define a congruence

relation on (weak commutative) hyper BCK-algebras that under some condi-

tions is strongly regular and the quotient of any (single-valued neutrosophic)hyper

BCK-(sub)algebra via this relation is a (single-valued neutrosophic)(hyperBCK-

subalgebra) BCK-(sub)algebra.

Keywords: single-valued neutrosophic (hyper)BCK-subalgebra, quasi commuta-

tive diagram, extendable single-valued neutrosophic (hyper)BCK-ideal.
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1. Introduction

Theory of neutrosophic set as an extension of classical set, (intuitionis-
tic) fuzzy set [21] and interval-valued (intuitionistic) fuzzy set is intro-
duced by Smarandache for the first time in 2005 [18] and novel concept
of neutrosophy theory titled neutro-(hyper)algebra as the development of
classical (hyper)algebra and partial-(hyper)algebra [19]. This concept han-
dles problems involving ambiguous, hesitancy, and conflicting data and
describes the main tool in modeling unsure hypernetworks in all sciences,
see in more detail, accessible single-valued neutrosophic graphs [3], deriv-
able single-valued neutrosophic graphs based on KM-single-valued neutro-
sophic metric [5] and single-valued neutrosophic directed (hyper)graphs
and applications in networks [4], single-valued neutrosophic general ma-
chine [17] and a novel similarity measure of single-valued neutrosophic sets
based on modified manhattan distance and its applications [22]. Today, in
the scope of logical (hyper)algebras, (hyper)BCK-algebras and their gen-
eralization such as fuzzy hyper BCK-subalgebras and single-valued neu-
trosophic hyper BCK-subalgebras are investigated and applied in related
interdisciplinary sciences such as inf-hesitant fuzzy ideals in BCK/BCI-
algebras [10], length neutrosophic subalgebras of BCK=BCI-algebras [9],
fuzzy soft positive implicative hyper BCK-ideals of several types [13], im-
plicative neutrosophic quadruple BCK-Algebras and ideals [15], construc-
tion of an HV-K-algebra from a BCK-algebra based on ends lemma [16],
and implicative ideals of BCK-algebras based on MBJ-neutrosophic sets
[20]. The fundamental relations make an important role in the connection
between hyper BCK-subalgebras and BCK-subalgebras and some research
is published in this scopes such as on fuzzy quotient, BCK-algebras [2],
(semi)topological quotient BCK-algebras [14] and extended fuzzy BCK-
subalgebras [23].

Recently in the scope of neutro logical (hyper) algebra Hamidi, et al.
introduced the concept of neutro BCK-subalgebras [6] and single-valued
neutro hyper BCK-subalgebras [7] as a generalization of BCK-algebras
and hyper BCK-subalgebras, respectively and presented the main results
in this regard.

Regarding these points, we try to develop the notation of fuzzy
hyper BCK-subalgebras to the concept of single-valued neutrosophic hy-
per BCK-subalgebras and so we want to seek the connection between
single-valued neutrosophic BCK-algebras and single-valued neutrosophic
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hyper BCK-algebras. In this paper, we consider single-valued neutro-
sophic hyper BCK-ideals and describe the relationship between (BCK-
ideals) hyper BCK-ideals and single-valued neutrosophic hyper BCK-
ideals. The connection between of category of logical algebras and the
category of logical hyperalgebras (as quasi commutative diagram) is based
on fundamental relation and this problem is made a motivation to intro-
duce some relation on hyper BCK-subalgebras via the single-valued neu-
trosophic hyper BCK-subalgebras and single-valued neutrosophic hyper
BCK-ideals, it is the main and major contribution of this study. We
apply a fundamental relation to any given hyper BCK-algebras and dis-
cuss the quotient of single-valued neutrosophic hyper BCK-algebras to
the convert of single-valued neutrosophic BCK-algebras and discuss the
quotient of single-valued neutrosophic hyper BCK-ideals to the convert of
single-valued neutrosophic BCK-ideals. Moreover, applying the concept
of single-valued neutrosophic hyper BCK-ideals, we get a congruence re-
lation on (weak commutative) hyper BCK-algebras that the quotient of
any given hyper BCK-algebra via this relation is a (hyper BCK-algebra)
BCK-algebra. An isomorphism theorem of single-valued neutrosophic hy-
per BCK-ideals is obtained using the special single-valued neutrosophic
hyper BCK-ideals. In the section 3, we investigated on single-valued
neutrosophic hyper BCK-subalgebras, especially we converted any given
nonempty set to hyper BCK-subalgebra and obtained a family of single-
valued neutrosophic hyper BCK-subalgebras. In the section 4, it is pre-
sented the concepts of single-valued neutrosophic hyper BCK-ideals, espe-
cially any given nonempty set extended to a hyper BCK-algebra with at
least a single-valued neutrosophic hyper BCK-ideal.

2. Preliminaries

In this section, we recall some concepts that need to our work.

Definition 2.1. [8] Let X ̸= ∅. Then a universal algebra (X,ϑ, 0) of type
(2, 0) is called a BCK-algebra, if ∀ x, y, z ∈ X:
(BCI-1) ((xϑ y)ϑ (xϑ z))ϑ (zϑ y) = 0,
(BCI-2) (xϑ (xϑ y))ϑ y = 0,
(BCI-3) xϑ x = 0,
(BCI-4) xϑ y = 0 and yϑ x = 0 imply x = y,
(BCK-5) 0ϑ x = 0,

where ϑ(x, y) is denoted by xϑ y.
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Definition 2.2. [1, 11] Let X ̸= ∅ and P ∗(X) = {Y | ∅ ̸= Y ⊆ X}. Then
for a map ϱ : X2 → P ∗(X) a hyperalgebraic system (X, ϱ, 0) is called a
hyper BCK-algebra, if ∀ x, y, z ∈ X :
(H1) (x ϱ z) ϱ (y ϱ z) ≪ x ϱ y,
(H2) (x ϱ y) ϱ z = (x ϱ z) ϱ y,
(H3) x ϱ X ≪ x,
(H4) x ≪ y and y ≪ x imply x = y,
where x ≪ y is defined by 0 ∈ x ϱ y, ∀ W,Z ⊆ X, W ≪ Z ⇔ ∀ a ∈
W ∃ b ∈ Z s.t a ≪ b, (W ϱ Z) =

⋃
a∈W,b∈Z

(a ϱ b) and ϱ(x, y) is denoted by

xϱ y.

We will call X is a weak commutative hyper BCK-algebra if, ∀ x, y ∈
X, (x ϱ (x ϱ y)) ∩ (y ϱ (y ϱ x)) ̸= ∅.

Theorem 2.3. [11] Let (X, ϱ, 0) be a hyper BCK-algebra. Then ∀ x, y, z ∈
X and W,Z ⊆ X,

(i) (0 ϱ 0) = 0, 0 ≪ x, (0 ϱ x) = 0, x ∈ (x ϱ 0) and (W ≪ 0 ⇒ W = 0),

(ii) x ≪ x, x ϱ y ≪ x and (y ≪ z ⇒ x ϱ z ≪ x ϱ y),

(iii) W ϱ Z ≪ W , W ≪ W and (W ⊆ Z ⇒ W ≪ Z).

Definition 2.4. [18] Let V be a universal set. A neutrosophic subset (NS)
X of V is an object having the following formX={(x, TX(x), IX(x), FX(x))
|x ∈ V }, or X : V → [0, 1]× [0, 1]× [0, 1] which is characterized by a truth-
membership function TX , an indeterminacy-membership function IX and
a falsity-membership function FX . There is no restriction on the sum of
TX(x), IX(x) and FX(x).

From now on, ∀ x, y ∈ [0, 1], consider Tmin(x, y) = min{x, y} and
Smax(x, y) = max{x, y} as triangular norm and triangular conorm, re-
spectively.

Definition 2.5. [12] Let (X, ϱ, 0) be a hyper BCK-algebra. A single-
valued neutrosophic subset A = (TA, IA, FA) of X is called a single-valued
neutrosophic hyper BCK-ideal, if ∀ x, y ∈ X it satisfies the following
properties:
(FH1) x ≪ y ⇒ TA(x) ≥ TA(y), IA(x) ≥ IA(y) and FA(x) ≤ FA(y),
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(FH2) TA(x) ≥ Tmin{TA(y),
∧

(TA(xϱ y))}, IA(x) ≥ Tmin{IA(y),
∧

(IA(x

ϱ y))} and

FA(x) ≤ Smax{FA(y),
∨

(FA(xϱ y))}.

3. Single-valued neutrosophic hyper
BCK-subalgebras

In this section, we make the concept of single-valued neutrosophic hyper
BCK-subalgebras as an extension of fuzzy hyper BCK-subalgebras and
seek some of their properties.

From now on, consider (X, ϱ) as a hyper BCK-subalgebra.

Definition 3.1. A single-valued neutrosophic subset A = (TA, IA, FA)
of (X, ϱ) is called a single-valued neutrosophic hyper BCK-subalgebra of
(X, ϱ, 0), if

(i)
∧

(TA(x ϱ y)) ≥ Tmin(TA(x), TA(y));

(ii)
∨

(IA(x ϱ y)) ≤ Smax(IA(x), IA(y));

(iii)
∨

(FA(x ϱ y)) ≤ Smax(FA(x), FA(y)).

Theorem 3.2. Let A = (TA, IA, FA) be a single-valued neutrosophic hyper
BCK-subalgebra of (X, ϱ, 0). Then

(i) TA(0) ≥ TA(x);

(ii)
∧

(TA(x ϱ 0)) = TA(x);

(iii)
∧

(TA(0 ϱ x)) = TA(0);

Proof: (i) Let x∈X. Since 0∈x ϱ x, we get that TA(0)≥
∧

(TA(x ϱ x))≥
Tmin(TA(x), TA(x)) = TA(x).

(ii) Let x ∈ X. Since x ∈ x ϱ 0, we get that TA(x) ≥
∧

(TA(x ϱ 0)) ≥
Tmin(TA(x), TA(0)) = TA(x). So

∧
(TA(x ϱ 0)) = TA(x).

(iii) Immediate by Theorem 2.3.
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Theorem 3.3. Let A = (TA, IA, FA) be a single-valued neutrosophic hyper
BCK-subalgebra of X. Then

(i) IA(0) ≤ IA(x);

(ii)
∨

(IA(x ϱ 0)) = IA(x);

(iii)
∨

(IA(0 ϱ x)) = IA(0);

Proof: (i) Let x ∈ X. Since 0 ∈ x ϱ x, we get that IA(0) ≤
∨

(IA(x ϱ x)) ≤
Smax(IA(x), IA(x)) = IA(x).

(ii) Let x ∈ X. Since x ∈ x ϱ 0, we get that IA(x) ≤
∨

(IA(x ϱ 0)) ≤
Smax(IA(x), IA(0)) = IA(x). So

∨
(IA(x ϱ 0)) = IA(x).

(iii) Immediate by Theorem 2.3.

Corollary 3.4. Let A = (TA, IA, FA) be a single-valued neutrosophic
hyper BCK-subalgebra of (X, ϱ, 0). Then

(i) FA(0) ≤ FA(x);

(ii)
∨

(FA(x ϱ 0)) = FA(x);

(iii)
∨

(FA(0 ϱ x)) = FA(0);

(iv) Tmin(TA(x), IA(0), FA(0)) ≤ Tmin(TA(0), IA(x), FA(x)).

Theorem 3.5. Let 0 ̸∈ X ̸= ∅. Then X converted to a hyper BCK-algebra
(X ′, ϱ, 0)(X ′ = X ∪ {0}) with at least a single-valued neutrosophic hyper
BCK-subalgebra.

Proof: Let x, y ∈ X ′. Define “ ϱ ” on X ′ by 0 ϱ y = 0, x ϱ x = {0, x}(x ̸=
0), else x ϱ y = x. Clearly (X ′, ϱ, 0) is a hyper BCK-algebra. Now, it
is easy to see that every single-valued neutrosophic set A = (TA, IA, FA)
that TA(0) = 1, IA(0) = FA(0) = 0, is a single-valued neutrosophic hyper
BCK-subalgebra of X ′.

Let SVNh = {A = (TA, IA, FA) | A}, whence X is a hyper BCK-
algebra, A is a single-valued neutrosophic hyper BCK-subalgebra of X
and |X| ≥ 1.
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Corollary 3.6. Let X ̸= ∅. Then X can be extended to a hyper BCK-
algebra that |SVNh| = |R|.

Proof: Let |X| = 1. Then (X, ϱ, x) is a hyper BCK-algebra such that
x ϱ x = X. Then for a single-valued neutrosophic set A = (TA, IA, FA) by
TA(x) = IA(x) = FA(x) = α is a single-valued neutrosophic hyper BCK-
subalgebra of X where α ∈ [0, 1]. If |X| ≥ 2, then by Theorem 3.5, define
A = (TAα , IAα , FAα) by

TAα
(x) =

{
1, if x = 0,

α, if x ̸= 0
, IAα

(x) =

{
0, if x = 0,

α, if x ̸= 0

and FAα
(x) =

{
0, if x = 0,

α, if x ̸= 0,
Obviously, A = (TAα

, IAα
, FAα

) a single-

valued neutrosophic hyper BCK-subalgebra of X and so |SVNh| = |[0, 1]|.

Let X be a hyper BCK-algebra, A = (TA, IA, FA) a single-valued neu-
trosophic hyper BCK-subalgebra of X and α, β, γ ∈ [0, 1]. Define Tα

A =

{x ∈ X | TA(x) ≥ α}, IβA = {x ∈ X | IA(x) ≤ β}, F γ
A = {x ∈ X | FA(x) ≤

γ} and A(α,β,γ) = {x ∈ X | TA(x) ≥ α, IA(x) ≤ β, FA(x) ≤ γ}.

Theorem 3.7. Let A = (TA, IA, FA) be a single-valued neutrosophic hyper
BCK-subalgebra of X. Then

(i) 0 ∈ A(α,β,γ) = Tα
A ∩ IβA ∩ F γ

A,

(ii) A(α,β,γ) is a hyper BCK-subalgebra of X,

(iv) if 0 ≤ α ≤ α′ ≤ 1, then Tα′

A ⊆ Tα
A , I

α′

A ⊇ IαA and Fα′

A ⊇ Fα
A .

Proof: (i) Clearly A(α,β,γ) = Aα ∩ Aβ ∩ Aγ and by Theorems 3.2, 3.3,
and Corollary 3.4, we get that 0 ∈ A(α,β,γ).

(ii) Let x, y ∈ Tα
A . Then Tmin(TA(x), TA(y)) ≥ α. Now, for any z ∈

x ϱ y, TA(z) ≥ Tmin(TA(x ϱ y)) ≥ Tmin(TA(x), TA(y)) ≥ α. Hence z ∈ Tα
A

and so x ϱ y ⊆ Tα
A . In similar a way x, y ∈ IβA ∩ F γ

A, implies that x ϱ y ⊆
(IβA ∩ F γ

A). Then A(α,β,γ) is a hyper BCK-subalgebra of X.
(iii) Immediate.
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Corollary 3.8. Let A = (TA, IA, FA) be a single-valued neutrosophic
hyper BCK-subalgebra of X. If 0 ≤ α ≤ α′ ≤ 1, then A(α′,α,α) is a hyper
BCK-subalgebra of A(α,α′,α′).

Let X be a hyper BCK-algebra, S be a hyper BCK-subalgebra of X
and α, α′, β, β′, γ, γ′ ∈ [0, 1]. Define

T
[α,α′]
A (x) =

{
α′, if x ∈ S,

α, if x ̸∈ S,
, I

[β,β′]
A (x) =

{
β′, if x ∈ S,

β, if x ̸∈ S,
, and

F
[γ,γ′]
A (x) =

{
γ′, if x ∈ S,

γ, if x ̸∈ S,
. Thus we have the following theorem.

Theorem 3.9. Let X be a hyper BCK-algebra and S be a hyper BCK-
subalgebra of X. Then

(i) T
[α,α′]
A is a fuzzy hyper BCK-subalgebra of X.

(ii) I
[β,β′]
A is a fuzzy hyper BCK-subalgebra of X.

(iii) F
[γ,γ′]
A is a fuzzy hyper BCK-subalgebra of X.

(iv) A = (T
[α,α′]
A , I

[β,β′]
A , F

[γ,γ′]
A ) is a single-valued neutrosophic hyper

BCK-subalgebra of X.

Proof: (i) Let x, y ∈ X. If x, y ∈ S, since S is a hyper subalgebra of X,
we get that x ϱ y ⊆ S and so∧

T
[α,α′]
A (x ϱ y) ≥

∧
T

[α,α′]
A (S) = α′ ≥ Tmin(T

[α,α′]
A (x), T

[α,α′]
A (y)).

If (x ∈ S and y ̸∈ S) or (x ̸∈ S and y ∈ S) or (x ̸∈ S and y ̸∈ S) then∧
T

[α,α′]
A (x ϱ y)) ∈ {α, α′}. Thus

∧
T

[α,α′]
A (x ϱ y)) ≥ Tmin(T

[α,α′]
A (x),

T
[α,α′]
A (y)) and so T

[α,α′]
A is a fuzzy hyper BCK-subalgebra of X.

(ii), (iii) Are similar to (i).
(iv) Let x, y ∈ X. If x, y ∈ S, since S is a hyper BCK-subalgebra

of X, we get that x ϱ y ⊆ S and so
∨

I
[β,β′]
A (x ϱ y)) ≤

∨
I
[β,β′]
A (S) =

α′ ≤ Smax(I
[β,β′]
A (x), I

[β,β′]
A (y)). If (x ∈ S and y ̸∈ S) or (x ̸∈ S and

y ∈ S) or (x ̸∈ S and y ̸∈ S) then
∨

I
[β,β′]
A (x ϱ y)) ∈ {β, β′}. Thus
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∨
T

[β,β′]
A (x ϱ y)) ≤ Smax(I

[β,β′]
A (x), I

[β,β′]
A (y)). In similar a way, can see

that
∨

F
[γ,γ′]
A (x ϱ y)) ≤ Smax(F

[γ,γ′]
A (x), F

[γ,γ′]
A (y)) an by item (i), A =

(T
[α,α′]
A , I

[β,β′]
A , F

[γ,γ′]
A ) is a single-valued neutrosophic hyper BCK-subal-

gebra of X.

4. Single-valued neutrosophic hyper BCK-ideals of
hyper BCK-algebras

In this section, we extended any given nonempty set to a hyper BCK-
algebra with at least a single-valued neutrosophic hyper BCK-ideal and
investigate their properties. Also, single-valued neutrosophic hyper BCK-
ideals are converted to hyper BCK-ideal via valued cuts. The homomor-
phisms play the main role in the extension of single-valued neutrosophic
hyper BCK-ideals and consequently in the extension of hyper BCK-ideals.
A fundamental relation is applied to generate single-valued neutrosophic
BCK-ideals from single-valued neutrosophic hyper BCK-ideal and so it
is considered their properties of via related diagrams. We consider the
(weak commutative) hyper BCK-algebras and define a regular equivalence
relation on any given hyper BCK-algebras via single-valued neutrosophic
hyper BCK-ideals and prove some isomorphism theorems in this regard,
that is the major contribution of this section.

Throughout this work, we denote hyper BCK-algebra (X, ϱ, 0) by X.

Proposition 4.1. Let (X, ϱ, 0) be a hyper BCK-algebra and A =
(TA, IA, FA) be a single-valued neutrosophic hyper BCK-ideal. Then

Smax(TA(0), IA(0), FA(x)) ≥ Smax(TA(x), IA(x), FA(0)).

Proof: Immediate by definition.

Theorem 4.2. Let 0 ∈ X be an arbitrary set. Then X extended to a hy-
per BCK-algebra (X, ϱ, 0) with at least a single-valued neutrosophic hyper
BCK-ideal.

Proof: Let x, y ∈ X. Define “ ϱ ”on X by Theorem 3.5. Clearly, (X, ϱ , 0)
is a hyper BCK-algebra. Let A = (TA, IA, FA) be a single-valued neutro-
sophic set, where A(0) = (1, 1, 0) and x, y ∈ X, then FA(0) = 0 ≤ FA(y).
If x ̸= y, then
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FA(x) ≤ Smax(FA(y), FA(x)) = Smax(FA(y),
∨

(FA(xϱ y))).

If 0 ̸= x = y, then

FA(x) ≤ Smax(FA(y), FA(x)) = Smax(FA(y),
∨

(FA(xϱ y))).

In similar a way,

∀ x, y ∈ X,TA(x) ≥ Tmin(TA(y), TA(x)) =Tmin(TA(y),
∧

(TA(xϱ y)))

and IA(x) ≥ Tmin(IA(y), IA(x)) = Tmin(IA(y),
∧

(IA(xϱ y))). Therefore,

A is a single-valued neutrosophic hyper BCK-ideal.

Let (X, ϱ, 0) be a hyper BCK-algebra which is defined in Theorem 4.2
and

SVNhi = {µ | µis a single-valued

neutrosophic hyper BCK-ideal on(X, ϱ, 0)},

then we have the following result.

Corollary 4.3. Let (X, ϱ, 0) be a hyper BCK-algebra. If |X| ≥ 1, then
|SVNhi| = |R|.

Example 4.4. Let X = {−1,−2,−3,−4,−5} ⊆ Z. Then (X, ϱ ,−1) is a
hyper BCK-algebra as follows:

ϱ −1 −2 −3 −4 −5

−1 {−1} {−1} {−1} {−1} {−1}
−2 {−2} {−1,−2} {−2} {−2} {−2}
−3 {−3} {−3} {−1,−3} {−3} {−3}
−4 {−4} {−4} {−4} {−1,−4} {−4}
−5 {−5} {−5} {−5} {−5} {−1,−5}

Define A : X → [0, 1]3 by TA(x) = IA(x) =
1

−x
and FA(x) =

1

x
. It is

easy to see that A = (TA, IA, FA) is a single-valued neutrosophic hyper
BCK-ideal.

Theorem 4.5. Let (X, ϱ, 0) be a hyper BCK-algebra and A = (TA, IA, FA)
be a single-valued neutrosophic hyper BCK-ideal of X. Then ∀ x, y ∈ X
and Y,Z ⊂ X:



Single-Valued Neutrosophic Hyper BCK-Ideals 421

(i) if Y ≪ Z, then ∃ z ∈ Z such that Tmin(
∨

(TA(Y )),
∨

(IA(Y ))) ≥
Tmin(TA(z), IA(z)) and

∧
(FA(Y )) ≤ FA(z);

(ii) if Y ≪ Z, then Tmin(
∨

(TA(Y )),
∨

(IA(Y ))) ≥ Tmin(
∧

(TA(Z)),
∧

(IA(Z))) and
∨

(FA(Z)) ≥
∧

(FA(Y ));

(iii) Tmin(TA(x), IA(x)) ≤ Tmin(
∨

(TA(xϱ y),
∨

(IA(xϱ y)) and FA(x) ≥∧
(FA(xϱ y)).

(iv) Tmin(TA(x), IA(x)) ≤ Tmin(
∧

(TA(xϱ y),
∧

(IA(xϱ y)) and FA(x) ≥∨
(FA(xϱ y)).

Proof: (i) Since Y ≪ Z, ∀ y ∈ Y , ∃ z ∈ Z such that y ≪ z. Hence∨
(TA(Y )) ≥ TA(y) ≥ TA(z). In similar a way,

∨
(IA(Y )) ≥ IA(y) ≥ IA(z)

and so Tmin(
∨

(TA(Y )),
∨

(IA(Y ))) ≥ Tmin(TA(z), IA(z)). In addition,

∀ y ∈ Y , ∃ z ∈ Z such that
∧

(FA(Y )) ≤ FA(y) ≤ FA(z).

(ii) Let Y ≪ Z. Then ∀ y ∈ Y , ∃ z ∈ Z such that y ≪ z, so TA(y) ≥
TA(z), IA(y) ≥ IA(z) and FA(y) ≤ FA(z). It follows that

∨
(TA(Y )) ≥

TA(y) ≥ TA(z) ≥
∧

(TA(Z)),
∨

(IA(Y )) ≥ IA(y) ≥ IA(z) ≥
∧

(IA(Z))

and
∨

(FA(Z)) ≥ FA(z) ≥ FA(y) ≥
∧

(FA(Y )). Hence Tmin(
∨

(TA(Y )),∨
(IA(Y ))) ≥ Tmin(

∧
(TA(Z)),

∧
(IA(Z))) and

∨
(FA(Z)) ≥

∧
(FA(Y )).

(iii) By Theorem 2.3, xϱ y ≪ x. Then by (ii), we get that TA(x) ≤∨
TA(xϱ y), IA(x) ≤

∨
(IA(xϱ y)) and FA(x) ≥

∧
(FA(xϱ y)).

(iv) By Theorem 2.3, xϱ y ≪ x. Then ∀ t ∈ (xϱ y), t ≪ x, we get that

TA(t) ≥ TA(x), so
∧

TA(xϱ y) ≥ TA(x) and similar a way
∧

IA(xϱ y) ≥
IA(x) is obtained. Also xϱ y ≪ x implies that ∀ t ∈ (xϱ y), t ≪ x so

FA(t) ≤ FA(x). Thus
∨

(FA(xϱ y)) ≤ FA(x).

Corollary 4.6. Let (X, ϱ, 0) be a hyper BCK-algebra and A be a single-
valued neutrosophic hyper BCK-ideal of X. Then ∀ x, y ∈ X and Y,Z ⊂
X, get Tmin(

∨
(TA(Y ϱ Z)),

∨
(IA(Y ϱ Z))) ≥ Tmin(

∧
(TA(Y )),

∧
(IA(Y )))

and
∨

(FA(Y )) ≥
∧

(FA(Y ϱ Z)).
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Let α, β, γ ∈ [0, 1] and A = (TA, IA, FA) be a single-valued neutrosophic
hyper BCK-ideal of X. Define A⌊α,β,γ⌋ = T (α)∩ I(β)∩F (γ), where T (α) =
{x ∈ X | TA(x) ≥ α}, I(β) = {x ∈ X | IA(x) ≥ β} and F (γ) = {x ∈
X | FA(x) ≤ γ}.

Theorem 4.7. neutrosophic hyper BCK-ideal is a single-valued neutro-
sophic hyper BCK-ideal. Let (X, ϱ, 0) be a hyper BCK-algebra and A =
(TA, IA, FA) be a single-valued neutrosophic hyper BCK-ideal of X such
that T (α), I(β), F (γ) ̸= ∅. Then ∀ x, y, z ∈ X:

(i) 0 ∈ A⌊α,β,γ⌋;

(ii) if y ∈ A⌊α,β,γ⌋ and x ≪ y, then x ∈ A⌊α,β,γ⌋;

(iii) (yϱ z) ≪ x implies that TA(y) ≥ Tmin(TA(z), TA(x)), IA(y) ≥ Tmin(
IA(z), IA(x)), FA(y) ≤ Smax(FA(z), FA(x));

(iv) A⌊α,β,γ⌋ is a hyper BCK-ideal of X.

Proof: (i) There exists x ∈ A⌊α,β,γ⌋ such that TA(x) ≥ α, IA(x) ≥ β
and FA(x) ≤ γ. By Corollary 4.1, TA(0) ≥ TA(x), IA(0) ≥ IA(x), FA(0) ≤
FA(x), conclude that 0 ∈ A⌊α,β,γ⌋.

(ii) Since x ≪ y, by definition, we get that TA(x) ≥ TA(y), IA(x) ≥
IA(y) and FA(x) ≤ FA(y). Now, y ∈ A⌊α,β,γ⌋ implies that x ∈ A⌊α,β,γ⌋.

(iii) (yϱ z) ≪ x implies that 0 ∈ (yϱ z)ϱ x, then by Theorem 4.5,

we get that TA(x) ≤
∧

(TA(yϱ z)), IA(x) ≤
∧

(IA(yϱ z)) and FA(x) ≥∨
(FA(yϱ z)). Now, A is a single-valued neutrosophic hyper BCK-ideal so

TA(y) ≥ Tmin(TA(z),
∧

(TA(yϱ z))) ≥ Tmin(TA(z), TA(x))

IA(y) ≥ Tmin(IA(z),
∧

(IA(yϱ z))) ≥ Tmin(IA(z), IA(x))

FA(y) ≤ Smax(FA(z),
∨

(FA(yϱ z))) ≤ Smax(FA(z), FA(x)).

(iv) Let x, y ∈ X,xϱ y ≪ A⌊α,β,γ⌋ and y ∈ A(α,β,γ). Then TA(y) ≥
α, IA(y) ≥ β, FA(y) ≤ γ and by Theorem 4.5,∧

(TA(xϱ y)) ≥ α,
∧

(IA(xϱ y)) ≥ β and
∨

(FA(xϱ y)) ≤ γ. Hence
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TA(x) ≥ Tmin(TA(y),
∧

(TA(xϱ y))) ≥ Tmin(α, α) = α

IA(x) ≥ Tmin(IA(y),
∧

(IA(xϱ y))) ≥ Tmin(β, β) = β

FA(x) ≤ Smax(FA(y),
∨

(FA(xϱ y))) ≥ Smax(γ, γ) = γ.

Therefore, x ∈ A⌊α,β,γ⌋ and so A⌊α,β,γ⌋ is a hyper BCK-ideal.

Let (X, ϱ, 0) be a hyper BCK-algebra. A map f : X → X is called a
homomorphism, if f(0) = 0 and ∀ x, y ∈ X, f(xϱy) = f(x)ϱf(y). If f be
an onto homomorphism and A = (TA, IA, FA) a single-valued neutrosophic
subset of X. Define Af = (TAf

, IAf
, FAf

) by

Af (x) = (TA(f(x)), IA(f(x)), FA(f(x)).

Thus, have the following theorem.

Theorem 4.8. Let (X, ϱ, 0) be a hyper BCK-algebra. Then the single-
valued neutrosophic set A = (TA, IA, FA), is a single-valued neutrosophic
hyper BCK-ideal of X if and only if Af = (TAf

, IAf
, FAf

) is a single-valued
neutrosophic hyper BCK-ideal of X.

Proof: Let A = (TA, IA, FA) be a single-valued neutrosophic hyper BCK-
ideal of X and x ∈ X. Then

TAf
(0) = TA(f(0)) = TA(0) ≥ TA(f(x)) = TAf

(x)

IAf
(0) = IA(f(0)) = IA(0) ≥ IA(f(x)) = IAf

(x)

FAf
(0) = FA(f(0)) = FA(0) ≤ FA(f(x)) = FAf

(x)

and ∀ x, y ∈ X,

TAf
(y) = TA(f(y)) ≥ Tmin(TA(f(x)),

∧
(TA(f(y)ϱ f(x))))

= Tmin(TA(f(x)),
∧

(TA(f(yϱ x)))

= Tmin(TAf
(x),

∧
(TAf

(yϱ x))).

In similar a way, IAf
(y) ≥ Tmin(IAf

(x),
∧

(IAf
(yϱ x))) and FAf

(y) ≤
Smiax(FAf

(x),
∨

(FAf
(yϱ x))) are obtained. Hence Af = (TAf

, IAf
, FAf

)

is a single-valued neutrosophic hyper BCK-ideal of X.
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Conversely, assume that Af = (TAf
, IAf

, FAf
) is a single-valued neu-

trosophic hyper BCK-ideal of X and y ∈ X. Since f is onto, ∃ x ∈ X such
that f(x) = y. Then

TA(0) = TA(f(0)) = TAf
(0) ≥ TAf

(x) = TA(y)

IA(0) = IA(f(0)) = IAf
(0) ≥ IAf

(x) = IA(y)

FA(0) = FA(f(0)) = FAf
(0) ≤ FAf

(x) = FA(y).

Let x, y ∈ X. Then there exists a, b ∈ X such that f(a) = x and f(b) = y.
Hence we get that

TA(y) = TA(f(b)) = TAf
(b)

≥ Tmin(TAf
(a),

∧
(TAf

(bϱ a)))

= Tmin(TA(f(a)),
∧

(TA(f(bϱ a))))

= Tmin(TA(f(a)),
∧

(TA(f(b)ϱ f(a)))

= Tmin(TA(x),
∧

(TA(yϱ x)).

In similar a way, can see that IA(y) ≥ Tmin(IA(x),
∧

(IA(yϱ x)) and

FA(y) ≤ Smax(FA(x),
∨

(FA(yϱ x)). Therefore A = (TA, IA, FA) is a

single-valued neutrosophic hyper BCK-ideal of X.

Theorem 4.9. Let (X, ϱ, 0) be a hyper BCK-algebra, A = (TA, IA, FA) be
a single-valued neutrosophic hyper BCK-ideal of X and f : X → X be a
homomorphism,

(i) if x ∈ ker(f), then ∀ y ∈ X,Tmin(TAf
(x), IAf

(x)) ≥
Tmin(TA(y), IA(y)) and FAf

(x) ≤ FA(y).

(ii) if at least one of TA or IA or FA is one to one, then ker(f) is a hyper
BCK-ideal.

(iii) if ∃ x ∈ X such that A(x) = (1, 1, 0), then A(1,0) = {x ∈ X | TA(x) =
IA(x) = 1, FA(x) = 0} is a hyper BCK-ideal in X.

(iv) A(0,0) is a single-valued neutrosophic hyper BCK-ideal in X.

Proof: (i) Let x ∈ ker(f). Then, TAf
(x) = TA(f(x)) = TA(0), IAf

(x) =
IA(f(x)) = IA(0) and FAf

(x) = FA(f(x)) = FA(0). Thus ∀ y ∈ X,
TAf

(x) ≥ TA(y), IAf
(x) ≥ IA(y) and FAf

(x) ≤ FA(y).
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(ii) Clearly 0 ∈ ker(f). Let y ∈ ker(f) and xϱ y ≪ ker(f), where x, y ∈
X. Then TAf

(y) = TA(0), IAf
(y) = IA(0), FAf

(y) = FA(0),∧
(TAf

(xϱ y)) = TA(0),
∧

(IAf
(xϱ y)) = IA(0) and

∨
(FAf

(xϱ

y)) = FA(0) So

TAf
(x) ≥ Tmin(TAf

(y),
∧

(TAf
(xϱ y))) = Tmin(TA(0), TA(0)) = TA(0)

IAf
(x) ≥ Tmin(IAf

(y),
∧

(IAf
(xϱ y))) = Tmin(IA(0), IA(0)) = IA(0)

FAf
(x) ≤ Smax(FAf

(y),
∨

(FAf
(xϱ y))) = Smax(FA(0), FA(0)) = FA(0).

Hence TAf
(x) = TA(0), IAf

(x) = IA(0) and FAf
(x) = FA(0). If if at least

one of TA or IA or FA is a one to one map, then x ∈ ker(f).
(iii) Since there exists x ∈ X such that A(x) = (1, 1, 0), we get that

1 = TA(x) ≤ TA(0), 1 = IA(x) ≤ IA(0) and 0 = FA(x) ≥ FA(0). Hence
TA(0) = IA(0) = 1, FA(0) = 0 and so 0 ∈ A(1,0). Now, let y ∈ A(1,0) and
xϱ y ≪ A(1,0), where x, y ∈ X. Then, TA(y) = IA(y) = 1, FA(y) = 0,∧

(TA(xϱ y)) =
∧

(IA(xϱ y)) = 1 and
∨

(FA(xϱ y)) = 0. So

TA(x) ≥ Tmin(TA(y),
∧

(TA(xϱ y))) = Tmin(1, 1) = 1

IA(x) ≥ Tmin(IA(y),
∧

(IA(xϱ y))) = Tmin(1, 1) = 1

FA(x) ≤ Smax(FA(y),
∨

(FA(xϱ y))) = Smax(0, 0) = 0.

Hence TA(x) = IA(x) = 1, FA(x) = 0 and so x ∈ A(1,0).

(iv) Since A(0,0) = X, then the proof is clear.

Theorem 4.10. Let (X, ϱ, 0) be a hyper BCK-algebra, I be a hyper BCK-
ideal and A = (TA, IA, FA), A

′ = (TA′ , IA′ , FA′) be single-valued neutro-
sophic hyper BCK-ideals of X. Then

(i) XA = {x ∈ X | TA(x) = TA(0), IA(x) = IA(0), FA(x) = FA(0)} is a
hyper BCK-ideal of X;

(ii) if A′(0) = A(0), then XA′ϱ XA =
⋃

a′∈XA′
a∈XA

(a′ϱ a), is a hyper BCK-

ideal;
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(iii) XA is a hyper BCK-ideal of XAϱ XA′ ;

(iv) if A is restricted to I, then A is a single-valued neutrosophic hyper
BCK-ideal of I.

Proof: (i) Let x, y ∈ X such that xϱ y ≪ XA and y ∈ XA. Then

TA(y) = TA(0), IA(y) = IA(0), FA(y) = FA(0),
∧

(TA(xϱ y)) = TA(0),∧
(IA(xϱ y)) = IA(0) and

∨
(FA(xϱ y)) = FA(0), So TA(x) ≥ Tmin{TA(y),∧

(TA(xϱ y))} = TA(0), IA(x) ≥ Tmin{IA(y),
∧

(IA(xϱ y))} = IA(0) and

FA(x) ≤ Smax{FA(y),
∨

(FA(xϱ y))} = FA(0). So TA(x) = TA(0), IA(x) =

IA(0), FA(x) = FA(0), hence x ∈ XA and XA is a hyper BCK-ideal.
(ii) Clearly 0 ∈ XA′ϱ XA. Let t, t

′ ∈ X such that t′ϱ t ≪ XA′ϱ XA and
t ∈ XA′ϱ XA. Then there exist a′ ∈ XA′ and a ∈ XA such that t ∈ a′ϱ a
so by Theorem 4.5,

T ′
A(t) ≥

∧
(T ′

A(a
′ϱ a)) ≥ T ′

A(a
′) = T ′

A(0), I
′
A(t) ≥

∧
(I ′A(a

′ϱ a))

≥ I ′A(a
′) = I ′A(0)F

′
A(t) ≤

∨
(F ′

A(a
′ϱ a)) ≤ F ′

A(a
′) = F ′

A(0)

and so

T ′
A(t

′) ≥ Tmin(T
′
A(t),

∧
(T ′

A(t
′ϱ t))) ≥ Tmin(T

′
A(t), T

′
A(0))

I ′A(t
′) ≥ Tmin(I

′
A(t),

∧
(I ′A(t

′ϱ t))) ≥ Tmin(I
′
A(t), I

′
A(0))

F ′
A(t

′) ≤ Smax(F
′
A(t),

∧
(F ′

A(t
′ϱ t))) ≥ Smax(F

′
A(t), F

′
A(0)).

Hence t′ ∈ XA′ and so t′ ∈ t′ϱ 0 ⊆ XA′ϱ XA. Therefore XA′ϱ XA is a
hyper BCK-ideal in X.

(iii) Let x ∈ XA. Since x ∈ xϱ 0, we get that x ∈ XA ⊆ XAϱ XA′ and
by (i), XA is a hyper BCK-ideal of XAϱ XA′ .

(iv) The proof is clear.

Let X be a hyper BCK-algebra and x, y ∈ X. Then xβy ⇔ ∃n ∈
N, (a1, . . . , an) ∈ Xn and ∃u ∈ ϱ(a1, . . . , an) such that {x, y} ⊆ u. The
relation β is a reflexive and symmetric relation, but not transitive relation.
Let C(β) be the transitive closure of β (the smallest transitive relation
such that contains β). Hamidi, et.al in [1], proved that for any given weak
commutative hyper BCK-algebra X, C(β) is a strongly regular relation
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on X and (X/C(β), ϑ, 0) is a BCK-algebra, where C(β)(x)ϑ C(β)(y) =
C(β)(x ϱ y) and 0 = C(β)(0).

Theorem 4.11. Let (X, ϱ, 0) be a hyper BCK-algebra. If A = (TA, IA, FA)
is a single-valued neutrosophic hyper BCK-ideal of X, then there exists a
single-valued neutrosophic hyper BCK-ideal A = (TA, IA, FA) of (X/C(β),
ϑ, 0) such that ∀ x, y ∈ X,

(i) A(0) ≥ A(C(β)(x));

(ii) TA(C(β)(y)) ≥ Tmin(TA(C(β)(x),
∧(

TA(ϑ(C(β)(y), C(β)(x)))
)
,

(iii) IA(C(β)(y)) ≥ Tmin(IA(C(β)(x),
∧(

IA(ϑ(C(β)(y), C(β)(x)))
)
,

(iv) FA(C(β)(y)) ≤ Smax(FA(C(β)(x),
∧(

FA(ϑ(C(β)(y), C(β)(x)))
)
.

Proof: (i) We define A : X/C(β) → [0, 1]3 by (TA(C(β)(t)), IA(C(β)(t)),

FA(C(β)(t))) = (
∨

t C(β) x

TA(x),
∨

t C(β) x

IA(x),
∧

t C(β) x

FA(x)), where x, t ∈

X. Consider the following diagram:

X

π

��

TA // [0 1]

X/C(β)

TA

::
, X

π

��

IA // [0 1]

X/C(β)

IA

::
, X

π

��

FA // [0 1]

X/C(β)

FA

::
.

Firstly we show that A is well-defined. Let t, t′, x ∈ X and C(β)(t) =
C(β)(t′). Then t C(β) t′ and

TA(C(β)(t)) =
∨

x C(β) t

TA(x) =
∨

x C(β) t′

TA(x) = TA(C(β)(t′))

IA(C(β)(t)) =
∨

x C(β) t

IA(x) =
∨

x C(β) t′

IA(x) = IA(C(β)(t′))

FA(C(β)(t)) =
∧

x C(β) t

FA(x) =
∧

x C(β) t′

FA(x) = FA(C(β)(t′)).
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In addition, ∀ x, t ∈ X , we get that

TA(C(β)(0)) =
∨

t C(β) 0

TA(t) = TA(0) ≥
∨

t C(β) x

TA(t) = TA(C(β)(x))

IA(C(β)(0)) =
∨

t C(β) 0

TA(t) = IA(0) ≥
∨

t C(β) x

IA(t) = IA(C(β)(x))

FA(C(β)(0)) =
∧

t C(β) 0

FA(t) = FA(0) ≤
∧

t C(β) x

FA(t) = FA(C(β)(x)).

(ii) Let x, y ∈ X. Since ∀ t ∈ C(β)(y) and ∀ t′ ∈ C(β)(x),∨
t C(β) y

TA(t) ≥ TA(t) ≥ Tmin(TA(t
′),

∧
(TA(tϱ t′)))

∨
t C(β) y

IA(t) ≥ IA(t) ≥ Tmin(IA(t
′),

∧
(IA(tϱ t′)))

∧
t C(β) y

FA(t) ≤ FA(t) ≤ Smax(FA(t
′),

∧
(FA(tϱ t′)))

we get that

TA(C(β)(y)) =
∨

t C(β) y

TA(t)

≥
∨

t′∈C(β)(x)
t C(β) y

(Tmin(TA(t
′),

∧
(TA(tϱ t′)))

≥ Tmin(
∨

t′∈C(β)(x)

TA(t
′),

∨
t′∈C(β)(x)

∧
t∈C(β)(y)

(TA(tϱ t′)))

≥ Tmin(
∨

t′∈C(β)(x)

TA(t
′),

∧
m∈ϑ(C(β)(y),C(β)(x))

∨
(TA(m))

≥ Tmin(TA(C(β)(x),
∧

(TA(ϑ(C(β)(y), C(β)(x)))).

(iii, iv) Similar to item (ii), can see that

IA(C(β)(y)) ≥ Tmin(IA(C(β)(x),
∧

(IA(ϑ(C(β)(y), C(β)(x)))) and

FA(C(β)(y)) ≤ Smax(FA(C(β)(x),
∨

(FA(ϑ(C(β)(y), C(β)(x)))).
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Let (Y, ϑ, 0,⪯) be a BCK-algebra and B = (TB , IB , FB) a single-valued
neutrosophic subset of Y . Then B = (TB , IB , FB) is called a single-
valued neutrosophic BCK-ideal of Y , if (1);∀ x, y ∈ Y, x ⪯ y ⇒ TA(x) ≥
TA(y), IA(x) ≥ IA(y) and FA(x) ≤ FA(y),

(2); TA(x) ≥ Tmin{TA(y), TA(xϑ y)}, IA(x) ≥ Tmin{IA(y), IA(xϑ y)}
and FA(x) ≤ Smax{FA(y), FA(xϑ y)}.

Corollary 4.12. Let (X, ϱ, 0) be a weak commutative hyper BCK-al-
gebra. If A = (TA, IA, FA) is a single-valued neutrosophic hyper BCK-
ideal of X, then there exists a single-valued neutrosophic BCK-ideal B =
(TB , IB , FB) of BCK-algebra (X/C(β), ϑ, 0), such that TB ◦ π ≥ TA, IB ◦
π ≥ IA, and FB ◦ π ≤ FA.

Proof: By Theorem 4.11, consider B = TA. For any x ∈ X, since xC(β)x,

we get that (TB ◦ π)(x) = TB(C(β)(x)) =
∨

t C(β) x

TA(t) ≥ TA(x), (IB ◦

π)(x) = IB(C(β)(x)) =
∨

t C(β) x

IA(t) ≥ IA(x) and

(FB ◦ π)(x) = FB(C(β)(x)) =
∧

t C(β) x

FA(t) ≤ FA(x).

Example 4.13. Let X = {0, b, c, d}. Then A = (TA, IA, FA) is a single-
valued neutrosophic hyper BCK-subalgebra of hyper BCK-algebra
(X, ϱ, 0) as follows:

ϱ 0 b c d
0 {0} {0} {0} {0}
b {b} {0} {0} {0}
c {c} {c} {0} {0}
d {d} {d} {c} {0, c}

and

0 b c d
TA 1 0.9 0.3 0.3
IA 1 0.9 0.3 0.3
FA 0.1 0.15 0.25 0.25

.

Clearly (X, ϱ,A) is not weak commutative and T is a single-valued neu-
trosophic hyper BCK-ideal. Now we get that X/C(β) = {C(β)(0) =
{0, c}, C(β)(b) = {b}, C(β)(d) = {d}},

ϑ C(β)(0) C(β)(b) C(β)(d)
C(β)(0) C(β)(0) C(β)(0) C(β)(0)
C(β)(b) C(β)(b) C(β)(0) C(β)(0)
C(β)(d) C(β)(d) C(β)(d) C(β)(0)
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and

C(β)(0) C(β)(b) C(β)(d)

TA 1 0.9 0.3
IA 1 0.9 0.3
FA 0.1 0.25 0.25

It is easy to see that (X/C(β), ϑ, C(β)(0), A) is a hyper BCK-algebra.

Definition 4.14. Let (X, ϱ, 0) be a hyper BCK-algebra and A = (TA,
IA, FA) be a single-valued neutrosophic hyper BCK-ideal of X. For any
x, y ∈ X, define binary relations RTA , RIA , RFA on X as follows:

xRTAy ⇔ TA(x) ≤ TA(y) and
∧

(TA(ϱ(x, y))) ≥ TA(y)

xRIAy ⇔ IA(x) ≤ IA(y) and
∧

(IA(ϱ(x, y))) ≥ IA(y)

xRFAy ⇔ FA(x) ≥ FA(y)

and
∨

(FA(ϱ(x, y))) ≤ FA(y) and R = RTA ∩RIA ∩RFA .

Theorem 4.15. Let (X, ϱ, 0) be a hyper BCK-algebra, A = (TA, IA, FA)
be a single-valued neutrosophic hyper BCK-ideal of X and x, y ∈ X.

(i) R is an equivalence relation on X.

(ii) if A is one to one and xRy, then ∀ z ∈ X we have (xϱ z)R(yϱ z)
and (zϱ x)R(zϱ y).

(iii) if A is one to one, xRy and uRw then (xϱ u)R(yϱ w) ∀ u,w ∈ X.

Proof: (i) By Theorem 4.5, TA(x) ≤
∧

(TA(xϱ x)), IA(x) ≤
∨

(IA(xϱ x)),

FA(x) ≥
∧

(FA(xϱ x)) and so R is a reflexive relation. Let x, y ∈ X

such that xRy. Then TA(x) ≤ TA(y), IA(x) ≤ IA(y), FA(x) ≥ FA(y),∧
(TA(ϱ(x, y))) ≥ TA(y),

∧
(IA(ϱ(x, y))) ≥ IA(y) and

∨
(FA(ϱ(x, y))) ≤

FA(y). Since

TA(x) ≥ Tmin(TA(y),
∧

(TA(xϱ y))) ≥ Tmin(TA(y), TA(y)) = TA(y)

IA(x) ≥ Tmin(IA(y),
∧

(IA(xϱ y))) ≥ Tmin(IA(y), IA(y)) = IA(y)

FA(x) ≤ Smax(FA(y),
∨

(FA(xϱ y))) ≤ Smax(FA(y), FA(y)) = FA(y)



Single-Valued Neutrosophic Hyper BCK-Ideals 431

we get that TA(x) = TA(y), IA(x) = IA(y), FA(x) = FA(y). Using Theorem

4.5,
∧

(TA(yϱ x)) ≥ TA(y) = TA(x),
∧

(IA(yϱ x)) ≥ IA(y) = IA(x) and∨
(FA(yϱ x)) ≤ FA(y) = FA(x) so R is a symmetric relation. Let xRy

and yRz. Then TA(x) = TA(y) = TA(z), IA(x) = IA(y) = IA(z), FA(x) =
FA(y) = FA(z) and clearly R is a transitive relation.

(ii) Let xRy and z ∈ X. Then by (i), TA(x) = TA(y), IA(x) =
IA(y), FA(x) = FA(y) and since A is a one to one map, we have x = y.
Hence there exists a ∈ xϱ z and y ∈ yϱ z such that TA(a) ≤ TA(b),∧

(TA(aϱ b)) ≥ TA(b), IA(a) ≤ IA(b),
∧

(IA(aϱ b)) ≥ IA(b) and FA(a) ≥
FA(b),

∨
(FA(aϱ b)) ≤ FA(b). Therefore (xϱ z)R(yϱ z) and in a similar

way get that (zϱ x)R(zϱ y).
(iii) Let xRy and uRw. Then by (ii), (xϱ u)R(yϱ u) and (yϱ u)R(yϱ w).

Using the transitivity of R, we get that (xϱ u)R(yϱ w).

Corollary 4.16. Let (X, ϱ, 0) be a hyper BCK-algebra and A =
(TA, IA, FA) be a single-valued neutrosophic hyper BCK-ideal of X and
x, y ∈ X.

(i) if A is one to one, then R is a congruence relation on X;
(ii) R(0) = XA and if A is one to one, then R(0) = {0};
(iii) if A is one to one, then R is a strongly regular relation on X.

Proof: (i) Immediate by Theorem 4.15.
(ii) Let x ∈ R(0). Then by Theorem 4.15, TA(x) = TA(0), IA(x) =

IA(0), FA(x) = FA(0) and so R(0) = XA. Since A is one to one, we get
that XA = {x | TA(x) = TA(0), IA(x) = IA(0), FA(x) = FA(0)} = {0}.

(iii) Let x, y, z ∈ X and xRy. Then x = y and so xϱ z = yϱ z. Therefore

(xϱ z)R(yϱ z), (zϱ x)R(zϱ y) and so R is a strongly regular relation.

Theorem 4.17. Let (X, ϱ, 0) be a (weak commutative ) hyper BCK-algebra
and A = (TA, IA, FA) be a one to one single-valued neutrosophic hyper
BCK-ideal of X. Then, (X/R, ϱ′, R(0)) is a ( BCK-algebra) hyper BCK-
algebra such that ∀ x, y ∈ X,R(x)ϱ′R(y) = R(xϱ y).

Proof: By Corollary 4.16, ϱ′ is well-defined and the proof is straightfor-
ward.

Theorem 4.18. Let (X, ϱ1, 0) and (Y, ϱ2, 0
′) be (weak commutative ) hyper

BCK-algebras and A = (TA, IA, FA) be a one to one single-valued neutro-
sophic hyper BCK-ideal of Y . If f : X → Y is an epimorphism, then
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(i) Af is a single-valued neutrosophic hyper BCK-ideal of X;

(ii) X/Rf
∼= Y/R such that xRfx

′ ⇔ TA(f(x)) ≤ TA(f(x
′)), IA(f(x)) ≤

IA(f(x
′)), FA(f(x)) ≥ FA(f(x

′)),
∧

(TA(f(xϱ x′))) ≥ TA(f(x
′)),∧

(IA(f(xϱ x′))) ≥ IA(f(x
′)) and

∨
(FA(f(xϱ x′))) ≤ FA(f(x

′)),

where x, x′ ∈ X.

Proof: (i) Clearly for all x ∈ X, TAf
(0) = TA(f(0)) = TA(0

′) ≥
TA(f(x)) = TAf

(x), IAf
(0) = IA(f(0)) = IA(0

′) ≥ IA(f(x)) = IAf
(x)

and FAf
(0) = FA(f(0)) = FA(0

′) ≤ FA(f(x)) = FAf
(x). Let x, x′ ∈ X.

Since A is a single-valued neutrosophic hyper BCK-ideal of Y , we get that

TAf
(x) = TA(f(x)) ≥ Tmin{TA(f(x

′)),
∧

(TA(f(x)ϱ2TA(f(x
′)))}

= Tmin{TA(f(x
′),

∧
(TA(f(xϱ1x

′)))}

= Tmin{TAf
(x′),

∧
(TAf

(xϱ1x
′))}.

In similar a way, can see that IAf
(x) ≥ Tmin{IAf

(x′),
∧

(IAf
(xϱ1x

′))} and

IAf
(x) ≤ Smax{FAf

(x′),
∨

(FAf
(xϱ1x

′))}.
(ii) Since TA and TAf

are single-valued neutrosophic hyper BCK-
ideals of Y,X, respectively, then by Theorem 4.17, (X/Rf , ϱ

′, Rf (0)) and
(Y/R, ϱ ′, R(0′)) are (BCK-algebras) hyper BCK-algebras. Now, define a
map φ : X/Rf → Y/R by φ(Rf (x)) = R(f(x)). Let x, x′ ∈ X. Then

φ(RTA

f (x)) = φ(RTA

f (x′)) ⇔ f(x)RTAf(x′)

⇔ TA(f(x)) ≤ TA(f(x
′)),

∧
(TA(f(x)ϱ 2f(x

′))) ≥ TA(f(x
′))

⇔ TAf
(x) ≤ TAf

(x′) and
∧

(TA(f(xϱ1x
′))) ≥ TA(f(x

′))

⇔ TAf
(x) ≤ TAf

(x′) and
∧

(TAf
(xϱ1x

′)) ≥ TAf
(x′)

⇔ RTA

f (x) = RTA

f (x′).

In similar a way, φ(RIA
f (x)) = φ(RIA

f (x′)) ⇔ RIA
f (x) = RIA

f (x′) and

φ(RFA

f (x)) = φ(RFA

f (x′)) ⇔ RFA

f (x) = RFA

f (x′). It follows that φ(Rf (x)) =
φ(Rf (x

′)) ⇔ Rf (x) = Rf (x
′) and hence φ is a well-defined and one to one

map. Clearly φ is an epimorphism, and so it is an isomorphism.
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Corollary 4.19. (Isomorphism Theorem) Let (X, ϱ, 0) be a hyper BCK-
algebra and A = (TA, IA, FA), A

′ = (T ′
A, I

′
A, F

′
A) be one to one single-valued

neutrosophic hyper BCK-ideals of X such that A(0) = A′(0). Then
(i) A′ ∩A is a single-valued neutrosophic hyper BCK-ideal of X;
(ii) (XAϱXA′)/RA

∼= XA/RA′∩A.

Proof: (i) Let x ∈ X. Then

(T ′
A ∩ TA)(0) = Tmin(T

′
A(0), TA(0)) ≥ Tmin(T

′
A(x), TA(x)) =

(T ′
A ∩ TA)(x), (I

′
A ∩ IA)(0) = Tmin(I

′
A(0), IA(0)) ≥

Tmin(I
′
A(x), IA(x)) = (I ′A ∩ IA)(x), (F

′
A ∩ FA)(0)

= Smax(F
′
A(0), FA(0))

≤ Smax(F
′
A(x), FA(x)) = (F ′

A ∩ FA)(x).

Let x, y ∈ X. Then

(T ′
A ∩ TA)(x) = Tmin(T

′
A(x), TA(x))

≥ Tmin[Tmin[T
′
A(y),

∧
(T ′

A(xϱ y))], Tmin[TA(y),
∧

(TA(xϱ y))]]

= Tmin[Tmin[T
′
A(y), TA(y)], Tmin[

∧
(T ′

A(xϱ y)),
∧

(TA(xϱ y))]]

= Tmin[(T
′
A ∩ TA)(y),

∧
((T ′

A ∩ TA)(xϱ y))]

In similar a way can see that (I ′A∩IA)(x) ≥ Tmin[(I
′
A∩IA)(y),

∧
((I ′A∩IA)

and (F ′
A ∩ FA)(x) ≤ Smax[(F

′
A ∩ FA)(y),

∨
((F ′

A ∩ FA).

(ii) By Theorem 4.10, A′ ∩ A is a single-valued neutrosophic hyper
BCK-ideal of XA, then we define φ : XA/RA′∩A → (XAϱ XA′)/RA by
φ(RA′∩A(x)) = RA(x). Let x, x′ ∈ XA and RA′∩A(x) = RA′∩A(x

′). Then
(A′ ∩ A)(x) = (A′ ∩ A)(x′) and since A′ ∩ A is one to one, we get that
x = x′. Hence RA(x) = RA(x

′). Moreover, φ(RA′∩A(x)ϱ
′RA′∩A(x

′)) =
φ(RA′∩A(xϱ x′)) = RA(xϱ x′) = RA(x)ϱ

′RA(x
′) and so φ is a homomor-

phism. Clearly φ is bijection and so is an isomorphism.

Example 4.20. Let X = {0, 1, 2, 3, 4, 5}. Then A = (TA, IA, FA) is a single-
valued neutrosophic hyper BCK-subalgebra of X hyper BCK-algebra
(X, ϱ, 0) as follows:
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ϱ 0 1 2 3 4 5
0 {0} {0} {0} {0} {0} {0}
1 {1} {0, 1} {1} {1} {1} {1}
2 {2} {2} {0, 2} {2} {2} {2}
3 {3} {3} {3} {0, 3} {3} {3}
4 {4} {4} {4} {4} {0, 4} {0}
5 {5} {5} {5} {5} {5} {0, 5}

and

0 1 2 3 4 5
TA 0.72 0.61 0.54 0.34 0.27 0.19
IA 0.19 0.8 0.2 0.21 0.26 0.25
FA 0.15 0.28 0.34 0.39 0.48 0.61

(i) If α = 0.5, β = 0.7, γ = 0.4, then Tα = {0, 1, 2}, Iβ = {0, 2, 3, 4, 5},
F γ = {0, 1, 2, 3} and soA(α,β,γ) = {0, 2}, which is a hyperBCK-subalgebra
of (X, ϱ, 0).

(ii) Consider S = {0, 5}, α = 0.5, α′ = 0.7, β = 0.6, β′ = 0.8, γ = 0.85
and γ′ = 0.9. Then

T
[α,α′]
A = {(0, 0.5), (1, 0.7), (2, 0.7), (3, 0.7), (4, 0.7), (5, 0.5)}

I
[β,β′]
A = {(0, 0.6), (1, 0.8), (2, 0.8), (3, 0.8), (4, 0.8), (5, 0.6)}

F
[γ,γβ′]
A = {(0, 0.85), (1, 0.9), (2, 0.9), (3, 0.9), (4, 0.9), (5, 0.85)}

are fuzzy hyper BCK-subalgebras of X and A = (T
[α,α′]
A , I

[β,β′]
A , F

[γ,γ′]
A ) is

a single-valued neutrosophic hyper BCK-subalgebra of X.
(iii) Let α = 0.3, β = 0.1 and γ = 0.5. Then A⌊α,β,γ⌋ = T (α) ∩ I(β) ∩

F (γ) = {0, 1, 2, 3} ∩ {0, 1, 2, 3, 4, 5} ∩ {0, 1, 2, 3, 4} = {0, 1, 2, 3}. Clearly
2 ∈ A⌊α,β,γ⌋ and 0 ≪ 2, then 0 ∈ A⌊α,β,γ⌋.

Example 4.21. Let X = {0, 1, 2, 3} and Y = {0′, a, b, c}. Then A =
(TA, IA, FA) is a single-valued neutrosophic hyper BCK-ideal of hyper
BCK-algebra (X, ϱ, 0) as follows:

ϱ 0 1 2 3
0 {0} {0} {0} {0}
1 {1} {0, 1} {1} {1}
2 {2} {2} {0, 2} {2}
3 {3} {3} {3} {0, 3}

ϱ′ 0′ a b c
0′ {0′} {0′} {0′} {0′}
a {a} {0′, a} {a} {a}
b {b} {b} {0′, b} {b}
c {c} {c} {c} {0′, c}
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and

0 1 2 3
TA 0.93 0.73 0.13 0.13
IA 0.87 0.67 0.1 0.05
FA 0.13 0.23 0.33 0.4

(i) Define f : Y → X by f = {(0′, 0), (c, 1), (b, 2), (a, 3)}, clearly f is a
homomorphism. Hence Af is a single-valued neutrosophic hyper BCK-
ideal of hyper BCK-algebra (Y, ϱ′, 0′) that is obtained as follows:

0′ a b c
TAf

0.93 0.13 0.13 0.73
IAf

0.87 0.05 0.1 0.67
FAf

0.13 0.4 0.33 0.23

(ii) Computations show thatRTA = {(x, x), (2, 3), (3, 2) | x ∈ X}, RIA =
{(x, x) | x ∈ X}, RFA = {(x, x) | x ∈ X} and so R = {(x, x) | x ∈ X}
that is a congruence relation. It follows that Rf = {(x, x) | x ∈ Y } and so
X/R ∼= X ∼= Y ∼= Y/Rf .

(iii) ClearlyXA = R(0) = {0} and ker(f) = {0} that is a trivial (hyper)
BCK-ideal. Also for all x ∈ ker(f) and for all y ∈ X,Tmin(TAf

(x), IAf
(x))

≥ Tmin(TA(y), IA(y)).

Example 4.22. Let X = {0, 1, 2, 3}. Then A = (TA, IA, FA) and A′ =
(TA′ , IA′ , FA′) are single-valued neutrosophic hyper BCK-ideals of hyper
BCK-algebra (X, ϱ, 0) as follows:

ϱ 0 1 2 3
0 {0} {0} {0} {0}
1 {1} {0} {1} {0}
2 {2} {2} {0, 2} {0}
3 {3} {3} {3} {0}

0 1 2 3
TA 0.95 0.85 0.25 0.25
IA 0.9 0.8 0.2 0.1
FA 0.15 0.2 0.3 0.35

and

0 1 2 3
TA′ 0.95 0.75 0.15 0.15
IA′ 0.9 0.7 0.1 0.05
FA′ 0.15 0.25 0.35 0.4
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Then

A ∩A′ = A′, XA = XA′ = {0}, RTA = RTA′ = {(x, x), (2, 3), (3, 2)|x ∈ X},
RIA = RIA′ = {(x, x), (2, 3), (3, 2) | x ∈ X}, RFA = RFA′ =

{(x, x) | x ∈ X} and so RA = RTA ∩RIA ∩RFA = RA′ =

RTA′ ∩RIA′ ∩RFA′ = {(x, x) | x ∈ X}.

It follows that (XAϱXA′) = {0} and so (XAϱXA′)/RA = {0}/RA
∼=

{0}/RA′ ∼= {0}/RA′∩A = XA/RA′∩A.

5. Conclusion

In some problems in the real world, there are many uncertainties (such as
fuzziness, incompatibilities, and randomness), in an expert system, belief
system, and information fusion, especially in some scopes of computer sci-
ences such as artificial intelligence. Thus we need to deal with uncertain
information and logic establishes the foundations for it, because computer
sciences are based on classical logic. The concept of BCK-algebra is one
of the important logical algebras that are applied in computer sciences and
other networking sciences. In addition, defects in classical algebras that
can not work in groups and have limitations can be eliminated with the
help of logical hyperalgebra. Thus the concept of hyper BCK-algebra is
an important logical hyperalgebra that is applied in the computer sciences
and other hypernetworking sciences that some groups of elements must
be operated together and have been proposed for semantical hypersystems
of logical hypersystems. In addition in some applications such as expert
systems, belief systems, and information fusion, we should consider not
only the truth membership supported by the evidence but also the falsity-
membership against the evidence, which is beyond the scope of fuzzy sub-
sets. Thus the concept of a neutrosophic subset is a powerful general for-
mal framework that generalizes the concept of the classic set and the fuzzy
subset is characterized by a truth-membership function, an indeterminacy-
membership function, and a falsity-membership function. This assump-
tion is very important in a lot of situations such as information fusion
when we try to combine the data from different sensors. In this paper, we
consider the collectivity of logical (hyper)BCK-algebras and single-valued
neutrosophic hyper BCK-subalgebras to solve some complex real prob-
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lems dealing with the principles of logical hyperalgebra(one or more groups
based on these principles must be combined) and have uncertain informa-
tion such as complex intelligent hypernetworks and related other sciences.
Thus the non-classical mathematics together with the concept of neutro-
sophic subset, therefore, has nowadays become a useful tool in applications
mathematics and complex hypernetworks. Moreover, we can refer to some
academic contributions of single-valued neutrosophic subsets such as single-
valued neutrosophic directed (hyper)graphs and applications in networks
[4], application of single-valued neutrosophic in lifetime in wireless sensor
(hyper)network [4], an application of single-valued neutrosophic subsets
in social (hyper)networking [4], application of single-valued neutrosophic
sets in medical diagnosis, application of neutro hyper BCK-algebras and
single-valued neutrosophic hyper BCK-subalgebras in economic hypernet-
work [7], and application of neutro hyper BCK-algebras and single-valued
neutrosophic hyper BCK-subalgebras in data (hyper)networks [7]. To con-
clude, we considered the notion of single-valued neutrosophic hyper BCK-
ideals and investigated some of their new useful properties. We considered
that for any α ∈ [0, 1] there is an algebraic relation between of a single-
valued neutrosophic subset hyper BCK-subalgebra, A = (TA, IA, FA) and
A = (TA

α, IA
α, FA

α). In addition, with respect to the concept of hyper
BCK-ideals of given hyper BCK-algebra, is constructed quotient BCK-
algebra structures. On any nonempty set, is constructed an extendable
single-valued neutrosophic BCK-(ideal)subalgebra and isomorphism theo-
rem of single-valued neutrosophic hyper BCK-ideals is obtained. One of
the advantages of this study is the conversion of complex hypernetworks
to complex networks in such a way that all the details of the complex hy-
pernetworks are preserved and transferred to the complex networks, but
there are some limitations in this work. Although neutrosophic subsets
are more flexible and useful as compared to all fuzzy theories, there are
some limitations whence we need more than three functions in designing
and modeling the real problem with complexity and high dimension. Also,
the computations of single-valued neutrosophic hyper BCK-ideals for any
given hyper BCK-algebras with large cardinal is hard and so the related
mathematical tools such as congruence and strongly relations, nontrivial
homomorphisms are complicated. Hence these problems prevent us from
having a definite and simple algorithm for our computations.

We wish this research is important for the next studies in logical hy-
peralgebras. In our future studies, we hope to obtain more results regard-
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ing single-valued neutrosophic (hyper)BCK-subalgebras and their appli-
cations in handing information regarding various aspects of uncertainty,
non-classical mathematics (fuzzy mathematics or great extension and de-
velopment of classical mathematics) that are considered to be a more pow-
erful technique than classical mathematics.
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Abstract

In this paper, we are going to introduce a fundamental relation on HvBE-algebra

and investigate some of properties, also construct new (Hv)BE-algebras via this

relation. We show that quotient of any HvBE-algebra via a regular regulation is

an HvBE-algebra and this quotient, via any strongly relation is a BE-algebra.

Furthermore, we investigate that under what conditions some relations onHvBE-

algebra are transitive relations.
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1. Introduction and preliminaries

Hyperstructures represent a natural extension of classical structures and
they were introduced by French Mathematician F. Marty in 1934 [10]. A
hyperstructure is a nonempty setH, together with a function ◦ : H×H −→
P ∗(H) called hyper operation, where P ∗(H) denotes the set of all nonempty
subsets of H. Marty introduced hypergroups as a generalization of groups
[4, 3]. Hyperstructures have many applications to several sectors of both
pure and applied sciences as geometry, graphs and hypergraphs, fuzzy
sets and rough sets, automata, cryptography, codes, relation algebras,
C-algebras, artificial intelligence, probabilities, chemistry, physics, espe-
cially in atomic physic and in harmonic analysis [2, 7].
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H. S. Kim and Y. H. Kim introduced the notation of BE-algebra as a
generalization of dual BCK algebra [9]. R. A. Borzooei et al. defined the
notation of a hyper K-algebra, bounded hyper K-algebra and considered
the zero condition in hyper K-algebras. They showed that every hyper
K-algebra with the zero condition can be extended to a bounded hyper
K-algebra [1].

A. Radfar et al. combined BE-algebra with hyperstructures and defined
the notation of hyper BE-algebra. Also, they focused on some types of
hyper BE-algebras and show that every dual hyper K-algebra is a hyper
BE-algebra [11].

We know that the class of the Hv-structures, introduced by Vougiouklis
in 1990 [13, 14], is the largest class of hyperstructures. In the classical
hyperstructures, in any axiom where the equality is used, if we replace the
equality by the nonempty intersection, then we obtain a corresponding Hv

structures.

Algebraic hyperstructures are extension of algebraic structures and for
better understanding their properties we want some connections between
algebraic hyperstructures and algebraic structures, a fundamental relation
is an interesting concept in algebraic hyperstructures that makes this con-
nection. In this paper, for obtain a relationship between BE, hyper BE
and (Hv)BE-algebra, we define a fundamental relation on (Hv)BE-algebra
that is called “δ” also, we study “δ∗” as a transitive closure of “δ” in such
away that is the smallest equivalence relation that contains “δ”. Finally,
a BE-algebras which is quotient of HvBE-algebra via “δ∗” is obtained,
therefore we find a connection between algebraic structures and (Hv)hyper
algebraic structures.

Definition 1.1 ([9]). Let X be a nonempty set, “∗” be a binary operation
on X and a constant 0 ∈ X. Then (X, ∗, 0) is called a BCK-algebra if for
all x, y, z ∈ X it satisfies the following conditions:

F. Iranmanesh et al. present the notation of the HvBE-algebra as
generalization of hyper BE-algebra [8]. They defined new Hv-structures
and considered some of their useful properties. Also discuss Hv-filters and
homomorphism on this structure. Furthermore, they got more results in
HvBE-algebras [8]. Fundamental relations are one of the main tools
in algebraic hyperstructures theory.
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(BCI-1) ((x ∗ y) ∗ (x ∗ z)) ∗ (z ∗ y) = 0,

(BCI-2) (x ∗ (x ∗ y)) ∗ y = 0,

(BCI-3) x ∗ x = 0,

(BCI-4) x ∗ y = 0 and y ∗ x = 0, imply x = y,

(BCI-5) 0 ∗ x = 0.

We define a binary relation“ ≤ ” on X by x ≤ y if and only if x ∗ y = 0.

Definition 1.2 ([9]). Let X be a nonempty set, “∗” be a binary operation
on X and 1 ∈ X. An algebra (X, ∗, 1) of type (2, 0) is called a BE-algebra
if the following axioms hold:

(BE1) x ∗ x = 1,

(BE2) x ∗ 1 = 1,

(BE3) 1 ∗ x = x,

(BE4) x ∗ (y ∗ z) = y ∗ (x ∗ z), for all x, y, z ∈ X.

We introduce the relation “ ≤ ” on X by x ≤ y if and only if x ∗ y = 1.
The BE-algebra (X, ∗, 1) is said to be commutative, if for all x, y ∈ X,

(x ∗ y) ∗ y = (y ∗ x) ∗ x.

Proposition 1.3 ([9]). Let X be a BE-algebra. Then

(i) x ∗ (y ∗ x) = 1.

(ii) y ∗ ((y ∗ x) ∗ x) = 1, for all x, y ∈ X.

Example 1.4 ([12]). Let X = {1, 2, ...}. Define the operation “∗” as follows:

x ∗ y =

{
1 if y ≤ x

y otherwise.

then (X, ∗, 1) is a BE-algebra.
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Definition 1.5 ([4]). Let H be a nonempty set and ◦ : H ×H −→ P ∗(H)
be a hyperoperation. Then (H, ◦) is called an Hv-group if it satisfies the
following axioms:

(H1) x ◦ (y ◦ z)
⋂
(x ◦ y) ◦ z ̸= ϕ,

(H2) a ◦H = H ◦ a = H, for all x, y, z, a ∈ H,

where a ◦H =
⋃
h∈H

a ◦ h, H ◦ a =
⋃
h∈H

h ◦ a.

Definition 1.6 ([11] ). LetH be a nonempty set and ◦ : H×H −→ P ∗(H)
be a hyperoperation. Then (H, ◦, 0) is called a hyper K-algebra if satisfies
the following axioms:

(HK1) (x ◦ z) ◦ (y ◦ z) < x ◦ y,

(HK2) (x ◦ y) ◦ z = (x ◦ z) ◦ y,

(HK3) x < x,

(HK4) x < y and y < x implies x = y,

(HK5) 0 < x, for all x, y, z ∈ H,

where the relation ” < ” is defined by x < y ⇐⇒ 0 ∈ x ◦ y. For every
A,B ⊆ H, A < B if and only if there exist a ∈ A and b ∈ B such that a < b.

Note that if A,B ⊆ H, then by A ◦ B we mean the subset
⋃

a∈A,b∈B

a ◦ b

of H.

Definition 1.7 ([11]). Let H be a nonempty set and ◦ : H × H −→
P ∗(H) be a hyperoperation. Then (H, ◦, 1) is called a hyper BE−algebra
if satisfies the following axioms:

(HBE1) x < 1 and x < x,

(HBE2) x ◦ (y ◦ z) = y ◦ (x ◦ z),

(HBE3) x ∈ 1 ◦ x,

(HBE4) 1 < x implies x = 1, for all x, y, z ∈ H.
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(H, ◦, 1) is called a dual hyper K-algebra if it satisfies (HBE1), (HBE2)
and the following axioms:

(DHK1) x ◦ y < (y ◦ z) ◦ (x ◦ z),

(DHK4) x < y and y < x imply that x = y,

where the relation “ < ” is defined by x < y ⇐⇒ 1 ∈ x ◦ y.

Definition 1.8 ([8]). Let H be a nonempty set and ◦ : H ×H −→ P ∗(H)
be a hyperoperation. Then (H, ◦, 1) is called an HvBE-algebra if satisfies
the following axioms:

(HvBE1) x < 1 and x < x,

(HvBE2) x ◦ (y ◦ z)
⋂
y ◦ (x ◦ z) ̸= ϕ,

(HvBE3) (HvBE3) x ∈ 1 ◦ x,

(HvBE4) 1 < x implies x = 1, for all x, y, z ∈ H,

where the relation “<” is defined by x < y ⇐⇒ 1 ∈ x ◦ y.
Also A < B if and only if there exist a ∈ A and b ∈ B such that a < b.

Proposition 1.9 ([6]). Every dual hyperK-algebra is a hyperBE-algebra.

2. On HvBE-algebras and some results

In this section, we consider HvBE-structure with some results on its.

Example 2.1.

(i) Let (H, ∗, 1) be a BE-algebra and we know that ◦ : H × H −→
P ∗(H) with x ◦ y = {x ∗ y} is a hyperoperation. Then (H, ◦, 1) is a trivial
hyper BE-algebra and an HvBE-algebra.

(ii) Let H = {1,a,b}. Define hyperoperation “ ◦ ” as follows:

◦ 1 a b
1 {1} {a,b} {b}
a {1} {1,a} {1,b}
b {1} {1,a,b} {1}.

Then (H, ◦, 1) is an HvBE-algebra.
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(iii) Define the hyperoperation “ ◦ ” on R as follows:

x ◦ y =

{
{y} if x = 1

R otherwise,

then (R, ◦, 1) is an HvBE-algebra.

Proposition 2.2 ([8]). Any hyper BE-algebra is an HvBE-algebra.

Example 2.3 shows that the converse of Proposition 2.2 does not hold
in general.

Example 2.3. Define a hyperoperation “ ◦ ” on the set H = {1,a,b} as
follows:

◦ 1 a b
1 {1} {a} {b}
a {1, b} {1} {1,a,b}
b {1} {1,b} {1,b}.

Then (H, ◦, 1) is an HvBE-algebra. And we have that:

a ◦ (b ◦ b) = a ◦ ({1, b}) = {1, a, b} ̸= {1, b} = b ◦ ({1, a, b}) = b ◦ (a ◦ b).

So (H, ◦, 1) does not satisfy (HBE2), therefore (H, ◦, 1) is not a hyper
BE-algebra.

Theorem 2.4. Let (H, ◦, 1) be an HvBE-algebra. Then

(i) A ◦ (B ◦ C)
⋂
B ◦ (A ◦ C) ̸= ϕ for every A,B,C ∈ P ∗(H),

(ii) A < A,

(iii) 1 < A implies 1 ∈ A,

(iv) 1 ∈ x ◦ (x ◦ x),

(v) x < x ◦ x.

Proof: (i) Let a ∈ A, b ∈ B and c ∈ C. We have a◦ (b◦ c) ⊆ A◦ (B ◦C),
b ◦ (a ◦ c) ⊆ B ◦ (A ◦ C), Then by (HvBE2), a ◦ (b ◦ c)

⋂
b ◦ (a ◦ c) ̸= ϕ,

therefore A ◦ (B ◦ C)
⋂

B ◦ (A ◦ C) ̸= ϕ.
Other cases are similar.
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Definition 2.5 ([6]). Let F be a nonempty subset of HvBE-algebra H
and 1 ∈ F . Then F is called

(i) a weak Hv-filter of H if x ◦ y ⊆ F and x ∈ F imply y ∈ F , for all
x, y ∈ H.

(ii) an Hv-filter of H if x ◦ y ≈ F (i.e ϕ ̸= (x ◦ y)
⋂
F ) and x ∈ F imply

y ∈ F , for all x, y ∈ H.

Example 2.6. Let H = {1,a,b}. Define the hyperoperation “◦1” and “◦2”
as follows:

◦1 1 a b
1 {1} {a, b} {b}
a {1} {1, a} {1, b}
b {1} {1, a, b} {1}

◦2 1 a b
1 {1} {a, b} {b}
a {1} {1, a, b} {b}
b {1, b} {1, a, b} {1, a, b}.

We see that (H, ◦1, 1) is an HvBE-algebra and F1 = {1, a} is a weak
Hv-filter of H. Also (H, ◦2, 1) is an HvBE-algebra and F2 = {1, a} is an
Hv-filter of H.

In Example 2.6, F1 is not an Hv-filter, because a ◦1 b ≈ F1 and a ∈ F1,
but b /∈ F1.

Theorem 2.7. Every Hv-filter is a weak Hv-filter.

Notation. By Example 2.6, we can see that the notion of weak Hv-filter
and Hv-filter are different in HvBE-algebra.

Theorem 2.8 ([8]). Let F be a subset of an HvBE-algebra H and 1 ∈ F.
For all x, y ∈ H, if x ◦ y < F and x ∈ F implies y ∈ F , then F=H.

3. Relations on HvBE-algebras

In this section, let (H, ◦, 1) be a HvBE-algebra and presents in summary
with H. We show that there exists a connection between hyper algebraic
structures and algebraic structures by strongly regular relations.
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Definition 3.1. Let (H, ◦, 1) be an HvBE-algebra and R be an equiva-
lence relation on H. If A,B are nonempty subsets of H, then

(i) A R̄ B means that, for all a ∈ A, there exists b ∈ B in such away
that aRb and for all b′ ∈ B, there exists a′ ∈ A in such away that b′Ra′,

(ii) A ¯̄R B means that, for all a ∈ A and b ∈ B, we have aRb,

(iii) R is called right regular(left regular), if for all x ∈ H, from aRb, it
follows that (a ◦ x)R̄(b ◦ x)((x ◦ a)R̄(x ◦ b)).

(iv) R is called strongly right regular(strongly left regular), if for all

x ∈ H, from aRb, it follows that (a ◦ x) ¯̄R(b ◦ x)((x ◦ a) ¯̄R(x ◦ b)).

(v) R is called (strongly) regular, if it is (strongly) right regular and
(strongly) left regular,

(vi) R is called good, if (a ◦ b) R 1 and (b ◦ a) R 1 imply aRb, for all
a, b ∈ H.

It is clear that (a ◦ b) R 1 means that there exists x ∈ a ◦ b in such a
way that xR1.

Example 3.2. Let H = {1, a, b}. Define the hyperoperation “◦” as follows:

◦ 1 a b
1 {1} {a, b} {b}
a {1} {1, a, b} {b}
b {1, b} {1, a, b} {1, a, b}

Then (H, ◦, 1) is an HvBE-algebra. It is easy to see that

R = {(1, 1), (a, a), (b, b), (a, b), (b, a), (1, b), (b, 1), (a, 1), (1, a)}

is a good strongly regular relation on H and for any A,B ∈ P ∗(H), A ¯̄R B.

Example 3.3. Let H = {1, d, b, c}. Define the hyperoperation “ ◦ ” as
follows:

◦ 1 b c d
1 {1} {b} {c} {d}
b {1} {1} {1} {1}
c {1} {b} {1} {d}
d {1} {b} {1, c} {1}
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Then (H, ◦, 1) is an HvBE-algebra. It is easy to see that

R = {(1, 1), (d, d), (b, b), (c, c), (c, b), (b, c), (d, c), (c, d)}

is not regular and strongly regular relation on H.

Notation. Let R be regular relation on H. We denote the set of all equiva-
lence classes of R byH/R. HenceH/R = {x̄ : x ∈ H}. For any x̄, ȳ ∈ H/R,
define a hyperoperation “∗” on H/R by

x̄ ∗ ȳ = {z̄ : z ∈ x ◦ y}

and a binary relation “ < ” on H/R by

“x̄ < ȳ” ⇐⇒ 1̄ ∈ x̄ ∗ ȳ.

Lemma 3.4. Let R be a regular relation on H. Then (H/R; ∗), is a hyper-
groupoid.

Proof: We must show that ∗ be well defined. Let x̄1, x̄2, ȳ1, ȳ2 ∈ H/R
such that x̄1 = x̄2, ȳ1 = ȳ2. Then x1 R x2 and y1 R y2. Since R is a
regular relation, we have (x1 ◦ y1)R̄(x2 ◦ y2) [5]. Let r̄ ∈ x̄1 ∗ ȳ1. Then
there exists z ∈ x1 ◦ y1 in such a way that r̄ = z̄. Now z ∈ x1 ◦ y1 and
(x1 ◦ y1)R̄(x2 ◦ y2), then there exists u ∈ (x2 ◦ y2) such that zRu then
z̄ = ū and r̄ = ū, thus x̄1 ∗ ȳ1 ⊆ x̄2 ∗ ȳ2 and in a similar way we get
x̄2 ∗ ȳ2 ⊆ x̄1 ∗ ȳ1, i.e x̄1 ∗ ȳ1 = x̄2 ∗ ȳ2 therefore ∗ is well defined and
(H/R; ∗) is a hypergroupoid.

Theorem 3.5. If R is a regular relation on H then (H/R; ∗; 1̄) is a HvBE-
algebra.

Proof: Let R be a regular relation on H. If x ∈ H then x̄ ◦ 1̄ = {t̄ : t ∈
x◦1}. Since H is an HvBE- algebra by (HvBE1) we conclude that 1 ∈ x◦1
and so 1̄ ∈ x̄ ∗ 1̄. Therefore x̄ < 1̄. Also 1 ∈ x ◦x and x̄ ◦ x̄ = {t̄ : t ∈ x ◦x},
then 1̄ ∈ x̄ ∗ x̄ and x̄ < x̄.

(HvBE2) Let x, y, z ∈ H. Since (H, ◦, 1) is an HvBE- algebra, then
x ◦ (y ◦ z)

⋂
y ◦ (x ◦ z) ̸= ϕ. If t ∈ x ◦ (y ◦ z)

⋂
y ◦ (x ◦ z), then there

exists s1 ∈ y ◦ z in such away that t ∈ x ◦ s1 by a similar way there exists
s2 ∈ x ◦ z in such away that t ∈ y ◦ s2. We get the t̄ ∈ x̄ ∗ s̄1 ⊆ x̄ ∗ (ȳ ∗ z̄)
and t̄ ∈ ȳ ∗ s̄2 ⊆ ȳ ∗ (x̄ ∗ z̄). Therefore x̄ ∗ (ȳ ∗ z̄)

⋂
ȳ ∗ (x̄ ∗ z̄) ̸= ϕ.
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(HvBE3) if x ∈ H then 1̄◦ x̄ = {t̄ : t ∈ 1◦x}. Since H is a HvBE-algebra,
we have x ∈ 1 ◦ x and x̄ ∈ 1̄ ∗ x̄.

(HvBE4) x ∈ H and 1̄ < x̄ then 1̄ ∈ 1̄ ∗ x̄. Hence 1 ∈ 1 ◦ x and 1 < x.
Since H is a HvBE- algebra, we have x = 1 and so x̄ = 1̄.

Corollary 3.6. Let (H, ◦, 1) be a dual hyper K-algebra and R be an
equivalence relation on H. If R is a regular relation on H, then (H/R; ∗; 1̄)
is an HvBE-algebra.

Theorem 3.7. If R is strongly regular relation on H, then (H/R; ∗; 1̄) is
a BE-algebra.

Proof: If z̄1, z̄2 ∈ x̄ ∗ ȳ, for any x̄, ȳ ∈ H/R, then z1, z2 ∈ x ◦ y. Since R is

strongly regular, for all x, y ∈ H, yRy then (x◦y) ¯̄R(x◦y) and z1, z2 ∈ x◦y,
we have z1 R z2, therefore z̄1 = z̄2 and |x̄ ∗ ȳ| = 1 and so by Theorem 3.5,
(H/R; ∗; 1̄) is a BE-algebra.

Example 3.8. Let H = {1, a, b, c, d, e}. Define the hyperoperation“ ◦ ” as
follows:

◦ 1 a b c d e
1 {1, c} {a} {b} {c} {d} {e}
a {1, c} {1, c} {a} {1, c} {c} {d}
b {1, c} {1, c} {1, c} {1, c} {c} {c}
c {1, c} {a} {b} {1, c} {a} {b}
d {1, c} {1, c} {a} {1, c} {1, c} {a}
e {1, c} {1, c} {1, c} {1, c} {1, c} {1, c}

Then (H, ◦, 1) is an HvBE-algebra. It is easy to see that R={(1, 1), (a, a),
(b, b), (c, c), (d, d), (e, e), (1, c), (c, 1), (e, b), (b.e), (a, d), (d, a)} is a good
strongly regular relation on H and

H/R = {{1, c}, {a, d}, {e, b}} = {R(1), R(a), R(b)}.

Now we have:

* R(1) R(a) R(b)
R(1) R(1) R(a) R(b)
R(a) R(1) R(1) R(a)
R(b) R(1) R(1) R(1)

Clearly, (H/R; ∗;R(1)) is a BE-algebra.
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In this place, we present some results and examples about dual hyper
K-algebras and hyper BE-algebras that are useful.

Lemma 3.9 ([6]). Let (X; ◦, 1) be a dual hyper K-algebra and R be a regular
relation on X. Then for any x̄, ȳ, z̄ ∈ X/R, (x̄ ∗ ȳ) < (ȳ ∗ z̄) ∗ (x̄ ∗ z̄).

Theorem 3.10 ([6]). Let (X, ◦, 1) be a dual hyper K-algebra and R be a
regular relation on X. If R is a good relation, then (X/R; ∗, 1̄) is a dual
hyper K-algebra.

Theorem 3.11 ([6]). Let (X, ◦, 1) be a dual hyper K-algebra and R be a
strongly regular relation on X. If R is a good relation, then (X/R; ∗, 1̄) is
a dual BCK-algebra.

Example 3.12. Let X = {1, a, b, c, d, e}. Define the hyperoperation “◦” as
follows:

◦ 1 a b c d e
1 {1, e} {a} {b} {c} {d} {e}
a {1, e} {1, e} {b} {c} {d} {e}
b {1, e} {a} {1, e} {c} {d} {e}
c {1, e} {a} {b} {1, e} {d} {e}
d {1, e} {a} {b} {c} {1, e} {e}
e {1, e} {a} {b} {c} {d} {1, e}

Then (X, ◦, 1) is a dual hyper K-algebra (HvBE-algebra). It is easy to see
that R={(1,1),(a,a),(b,b),(c,c),(d,d),(e,e),(1,c),(c,1),(e,c),(c,e)} is a good
strongly regular relation on X and

X/R = {{1, e}, {a}, {b}, {c}, {d}} = {R(1), R(a), R(b), R(c), R(d)}.

Now we have:

∗ R(1) R(a) R(b) R(c) R(d)
R(1) R(1) R(a) R(b) R(c) R(d)
R(a) R(1) R(1) R(b) R(c) R(d)
R(b) R(1) R(a) R(1) R(c) R(d)
R(c) R(1) R(a) R(b) R(1) R(d)
R(d) R(1) R(a) R(b) R(c) R(1)

Clearly (X/R; ∗, R(1)) is a dual BCK-algebra.
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4. δ- relation on HvBE-algebra

Let (H; ◦, 1) be a HvBE-algebra and A be a subset of H. The set of all

finite combinations of A with hyperoperation ◦ and
n⊙

i=1

ai = a1 ◦ a2 ◦ ...an,

is denoted by L(A) [5].

Definition 4.1. Let (H; ◦, 1) be a HvBE-algebra. Consider:

δ1 = {(x, x) : x ∈ H}

and for every natural number n ≥ 1, δn is defined as follows:

xδny ⇐⇒ ∃(a1, a2, ..., an) ∈ Hn,∃u ∈ L(a1, a2, ..., an) such that {x, y}⊆ u.

Obviously for every n ≥ 1 the relations δ n are symmetric and no reflexive

and transitive, but the relation δ =
⋃
n≥1

δn is a reflexive and symmetric

relation. Let δ∗ be transitive closure of δ (the smallest transitive relation
such that contains δ).

In the following theorem we show that δ∗ is a strongly regular relation.S

Example 4.2. Let H = {1, a, b}. Define the hyperoperation “◦” as follows:

◦ 1 a b
1 {1} {a, b} {b}
a {1} {1, a, b} {b}
b {1, b} {1, a, b} {1, a, b}

Then (H, ◦, 1) is anHvBE-algebra. δ 1 = {(x, x) : x ∈ H} = {(1, 1), (a, a), (b, b)}.
Since {1, a}, {1, b}, {a, b} ⊆ b ◦ a then 1δ2a, 1δ2b, aδ2b. Also, we know

that {1, a} ⊆ (1 ◦ a) ◦ b =
⋃

x∈1◦a
(x ◦ b) therefore 1δ3a.

Similarly, 1δ3b, aδ3b. Obviously, 1δna, 1δnb and aδnb, since δ =
⋃
n≥1

δn, then 1δa, 1δb and aδb.
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Theorem 4.3. Let (H, ◦, 1) be a HvBE-algebra. Then δ∗ is a strongly
regular relation on H.

Proof: Let x, y ∈ H and x δ∗ y. Then we show that for any s ∈ H :

(x ◦ s) ¯̄δ∗(y ◦ s).

Since δ =
⋃
n≥1

δ n and δ∗ is the smallest transitive relation such that

contains δ, then there exist a0, a1, ..., an ∈ H such that a0 = x, an = y and
there exist q1, q2, ..., qn ∈ N such that

x = a0δq1a1δq2a2 . . . an−1δqnan = y,

where n ∈ N. Since for any 1 ≤ i ≤ n, ai−1 δqi an, then there exists zjt ∈ H
such that

{ai, ai+1} ⊆ zi+1
1 ◦ zi+1

2 ◦ . . . ◦ zi+1
qi+1

,

where for 1 ≤ m ≤ n − 1, we have 1 ≤ t ≤ qm, and 1 ≤ j ≤ n − 1. Now,
since s ∈ H, then for all 0 ≤ i ≤ n− 1,

ai ◦ s ⊆ zi+1
1 ◦ zi+1

2 ◦ ... ◦ zi+1
qi+1

◦ s.

In a similar way, we get that

ai+1 ◦ s ⊆ zi+1
1 ◦ zi+1

2 ◦ ... ◦ zi+1
qi+1

◦ s.

Then for all 1 ≤ i ≤ n, and for all u ∈ ai ◦ s, v ∈ ai+1 ◦ s, We have
{u, v} ⊆ zi+1

1 ◦ zi+1
2 ◦ ... ◦ zi+1

qi+1
◦ s. Therefore u δqi+1

v, and so for all z ∈
a0 ◦ s = x ◦ s, w ∈ an ◦ s = y ◦ s, We have z δ∗ w. Then δ∗ is a strongly
right regular and similarly is a strongly left regular relation, therefore δ∗ is
a strongly regular relation on H.

Corollary 4.4. Let (H, ◦, 1) be a hyperBE-algebra. Then δ∗ is a strongly
regular relation on H.

Theorem 4.5. Let (H, ◦, 1) be a HvBE-algebra. (H/δ∗; ∗, 1̄) is a BE al-
gebra.

Proof: By Theorem 3.7 and 4.3, the proof is obvious.
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Example 4.6. Let H = {1, x, y, z, t}. Define hyperoperation “◦” as follows:

◦ 1 x y z t
1 {1, t} {x} {y} {z} {t}
x {1, t} {1, t} {1, t} {1, t} {1, t}
y {1, t} {1, t} {1, t} {1, t} {1, t}
z {1, t} {1, t} {1, t} {1, t} {1, t}
t {1, t} {1, t} {1, t} {1, t} {1, t}

Then (H, ◦, 1) is aHvBE-algebra. We have (x◦y)◦x = {1, x, t}, (x◦y)◦y =
{1, y, t}, (x◦y)◦ t = {1, t}, (x◦y)◦z = {1, z, t}. Then for any u ∈ H, 1 δ∗u
and so δ∗ (1) = {u ∈ H : 1 δ∗ u} = H = δ∗(u). Therefore H/δ∗={δ∗(1)}
and we see that (H/δ∗; ∗, δ∗(1)) is a trivial BE-algebra.

Example 4.7. Let H = {1, x, y, z}. Define hyperoperation “◦” as follows:

◦ 1 x y z
1 {1} {x} {y} {z}
x {1} {1} {1} {1}
y {1} {x} {1} {z}
z {1} {x} {1, y} {1}

Then (H, ◦, 1) is a HvBE-algebra. We conclude that H/δ∗ = {{1, y}, {x},
{z}} = {δ∗(1), δ∗(x), δ∗(z)} and then:

∗ δ∗(1) δ∗(x) δ∗(z)
δ∗(1) δ∗(1) δ∗(x) δ∗(z)
δ∗(x) δ∗(1) δ∗(1) δ∗(1)
δ∗(z) δ∗(1) δ∗(x) δ∗(x)

Now, by Theorem 4.3, (H/δ∗; ∗, δ(1)) is a BE-algebra.

Notation. We know that δ is reflexive and symmetric but is not transitive
on H. If R is an equivalence relation on H, then H/R is defined and we
have the following theorem;

Theorem 4.8 ([6]). Let (H, ◦, 1) be a hyper BE-algebra and R be an equiv-
alence relation on H. Then, R is a regular relation on H if and only if
(H/R; ∗, 1̄) is a hyper BE algebra.
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Definition 4.9. Let M be a nonempty subset of H. M is called δ-
part if for any n ∈ N, ai ∈ H, and L(a1, a2, . . . , an) ∩ M ̸= ∅, then
L(a1, a2, . . . , an) ⊆ M .

Example 4.10. Let H = {1, x, y, z}. Define hyperoperation “◦” as follows:

◦ 1 x y z
1 {1, x} {1, x} {y} {z}
x {1, x} {1, x} {y} {z}
y {1, x} {1, x} {1, x} {z}
z {1, x} {1, x} {1, x} {1, x}

Then (H, ◦, 1) is a HvBE-algebra. It is easy to verify that for any M ⊆ H
that M ̸= {1} and M ̸= {a}, M is a δ-part.

Corollary 4.11. Let (H, ◦, 1) be a HvBE-algebra and M,N are δ-part
of H. Then M ∩N is a δ-part of H.

Proof: For any n ∈ N, ai ∈ H, if L(a1, a2, ..., an) ∩ (M ∩ N) ̸= ∅,
then L(a1, a2, ..., an) ∩ M ̸= ∅, L(a1, a2, ..., an) ∩ N ̸= ∅. Since M,N
are δ-part, we have L(a1, a2, ..., an) ⊆ M,L(a1, a2, ..., an) ⊆ N and then
L(a1, a2, ..., an) ⊆ M ∩N . Therefore M ∩N is a δ-part of H.

Lemma 4.12 ([6]). Let M be a non-empty subset of a dual hyper K-algebra
H. Then the following conditions are equivalent:

(i) M is a δ-part of H,

(ii) x ∈ M , x δ y imply y ∈ M ,

(iii) x ∈ M , x δ∗ y imply y ∈ M .

Theorem 4.13. Let (H, ◦, 1) be a HvBE-algebra. If H be a dual hyper K-
algebra and for any x ∈ H, δ∗(x) is a δ-part, then δ is transitive relation.

Proof: Let x δ y and y δ z. Then there exist m,n ∈ N, ai, bj ∈ H

such that {x, y} ⊆ (

n⊙
i=1

ai) and {y, z} ⊆ (

m⊙
j=1

bj). Now, δ∗(x) is a δ-part,

x ∈ δ∗(x) ∩ (

n⊙
i=1

ai) and y ∈ (

n⊙
i=1

ai) ∩ (

m⊙
j=1

bj). Since δ∗(x) is a δ-part,

then (

n⊙
i=1

ai) ⊆ δ∗(x) therefore y ∈ δ∗(x)∩ (

m⊙
j=1

bj). Since δ
∗(x) is a δ-part,
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then (
m⊙
j=1

bj) ⊆ δ∗(x) therefore z ∈ δ∗(x). But z ∈ δ(z) by above z δ∗ x,

set M = δ(z) and know that δ∗(x) = δ(z) then by Lemma 4.12 , x δ z,
therefore δ is transitive relation.

Open problem: Under what conditions converse of above theorem is true?

5. Conclusion

In the present paper, we have introduced new HvBE-algebras and BE-
algebras based on equivalence relations.

This work focused on fundamental relations on HvBE-algebras and
we investigated some of their properties. The relations δ∗ and δ are con-
structed and studied, they are one of the most main tools for better under-
standing the algebraic hyperstructures. In future, we try to find an answer
to above open problem.

Acknowledgements. We wish to thank the reviewers for excellent sug-
gestions that have been incorporated into the paper.
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1. Introduction

In the thirties, Gentzen introduced the sequent calculus (and natural de-
duction) to prove Hilbert’s consistency assertion for pure logic and Peano
Arithmetic. Gentzen’s work marked the beginning of structural proof the-
ory, by sanctioning its role to understand the structure of mathematical
proofs and isolate and solve methodological problems in the foundations
of mathematics. Proof theory is a wide research area that provides tools,
methodologies, and solutions also to computer science and philosophical
logic. It still offers interesting open problems, especially if we move away
from classical and intuitionistic logic. Proof theory ofmodal logic, in partic-
ular, is subtle, since a uniform, technically elegant treatment of modalities
(□, ♢) is generally difficult.

During the last decades, many modal systems have been introduced.
Among these, some of the most interesting ones are the labeled systems [24,
26, 23], which extend ordinary calculi by explicitly mirroring in the de-
ductive apparatus the accessibility relation of Kripke models. While such
labeled frameworks provide a smart solution to represent structural proper-
ties, a more implicit representation of the semantical structure is sometimes
preferable, especially if one wants to reduce the formal iatus between clas-
sical proof theory and the modal one.

In this regards a number of calculi have been introduced, e.g. [23]
[4, 5, 7, 9, 15, 13, 18, 17, 16, 23, 21, 19, 22] (see section 5 for a detailed
comparison between our proposal and some related ones).

These systems have been defined by taking into account some basic
principles: analyticity (e.g., the subformula property), modularity (to be
able to capture an entire family of logics instead of only one), and, if
possible, an explicit syntactical cut elimination procedure.

Despite the number of calculi introduced and studied, syntactical cut
elimination remains a “precious” property—many papers claim its validity
but they do not exhibit detailed syntactical proofs (or do not prove it at
all).

Cut elimination is often obtained either by semantical methods or by
translation from other cut-free systems [14, 3]. We believe, on the contrary,
that an explicit cut elimination procedure—in the spirit of Gentzen’s orig-
inal ideas—is still an important asset for modal proof theory.

For this reason, the present paper focuses on a syntactical cut elimina-
tion theorem, proposing a modular system based on extended sequents (in
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the following, simply e–sequents)—which allow for a uniform cut elimina-
tion argument for all the modal logics in the spectrum K, D, T, K4, D4,
S4.

This paper is the natural companion of our [18], where we study a
natural deduction calculus for the same family of modal logics and we
prove a normalization theorems by a syntactical argument.

We pursue a strong form of modularity, since all systems share the same
set of rules. Differently from other proposals, to obtain a specific system
we do not add or drop characteristic axioms on a “kernel” calculus: we
simply set some constraints on the left rule for □, on the right rule for ♢,
and on the (eliminable) cut rules.

The main idea behind extended sequents is to equip formulas with a
position—a sequence of uninterpreted tokens—which adds a spatial dimen-
sion. Positions allow us to interpret sequents geometrically, thus permitting
a proof theoretical treatment of modalities as close as possible to that of
first-order quantifiers.

Here are the main features of our system:

• there is exactly one left and one right rule for each connective;

• the right rule for □, and its dual left rule for ♢, are formulated using
constraints on positions, with a strong analogy with the constraints
on the eigenvariable of the right ∀ rule (and ∃ left rule, respectively)
of standard first-order calculus;

• no direct formalization of the accessibility relation appears;

• only modal operators can change the spatial positions of formulas;

• all the logics share the same set of rules—different systems can be
obtained by “tuning” some constraints on the applicability of the cut
rule and on the (left and right, respectively) rules for □ and ♢.

The result is a parametric system, which we show proves the same theorems
of the standard (Hilbert-style) systems for the same logics.

In Section 2 we present extended sequents (e–sequents); Section 3 is
devoted to the syntactical proof of cut elimination; in Section 4 we show
that e–sequent calculi are equivalent (they prove the same theorems) to
the standard systems for the same modal logics. Comparison with related
proposals and review of the state of the art are in Section 5.
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2. Extended Sequent calculi

In this section we introduce extended sequents (briefly: e–sequents), an
extensions of the 2–Sequents originally introduced in [20, 19] and then
developed in [17, 16] (see section 5.1 for more on this approach).

To treat uniformly all the logics in the K, D, T, K4, D4 and S4 spectrum,
we introduce positions—sequences of uninterpreted tokens. We start with
basic notations and operations.

Definition 2.1. Given a set X, X∗ is the set of ordered finite sequences 
on X. With ⟨x1, ..., xn⟩ we denote a finite non-empty sequence such
that x1, . . . , xn ∈ X; ⟨ ⟩ is the empty sequence.

The (associative) concatenation of sequences ◦ : X∗ × X∗ → X∗ is
defined as

• ⟨x1, ..., xn⟩ ◦ ⟨z1, ..., zm⟩ = ⟨x1, ..., xn, z1, ..., zm⟩,

• s ◦ ⟨ ⟩ = ⟨ ⟩ ◦ s = s.

For s ∈ X∗ and x ∈ X, we sometimes write s◦x for s◦⟨x⟩; and x ∈ s as
a shorthand for ∃t, u ∈ X∗. s = t ◦ ⟨x⟩ ◦ u. On X∗ we define the successor
relation s ◁X t ⇔ ∃x ∈ X. t = s ◦ ⟨x⟩. In the following:

• ◁0X denotes the reflexive closure of ◁X ;

• ⊏X denotes the transitive closure of ◁X ;

• ⊑X denotes the reflexive and transitive closure of ◁X .

Given three sequences s, u, v ∈ X∗, the prefix replacement s[u ↱ v] is so
defined

s[u ↱ v] =

{
v ◦ t if s = u ◦ t
s otherwise.

When u and v have the same length, the replacement is called renaming
of u with v.

2.1. A class of normal modal systems

We introduce a class of systems for normal (i.e. extensions of system K)
modal logics.
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We first define the propositional modal language L which contains
countably infinite proposition symbols, p0, p1, . . .; the propositional connec-
tives ∨, ∧, →, ¬; the modal operators □, ♢; the parenthesis as auxiliary
symbols.

Definition 2.2. The set mf of propositional modal formulas of L is the
least set that contains the propositional symbols and is closed under ap-
plication of the propositional connectives →,∧,∨ (binary), ¬ (unary), and
the modal operators □, ♢ (unary).

In the following T denotes a denumerable set of tokens, ranged by meta-
variables x, y, z, possibly indexed. Let T ∗ be the sequences on T , called
positions; meta-variables α, β, γ, possibly indexed, range over T ∗.

Now, extended–sequents are tuples of finite sequences of position-for-
mulas, i.e. formulas labeled with positions.

Definition 2.3.

1. A position-formula (briefly: p-formula) is an expression of the form
Aα, where A is a modal formula and α ∈ T ∗; pf is the set of position
formulas.

2. An extended sequent (briefly: e–sequent) is an expression of the form
Γ ⊢ ∆, where Γ and ∆ are finite sequences of p–formulas.

Remark 2.4. An e–sequent is a linear notation for the so-called tree se-
quents, or with more modern terminology, nested sequents. All this will be
clarified in section 5.

Given a sequence Γ of p-formulas, with Init[Γ] we mean the set {β :
∃Aα ∈ Γ. β ⊑ α}.

We briefly recall the axiomatic (“Hilbert-style”) presentation of normal
modal systems. Let Z be a set of formulas. The normal modal logicM[Z] is
defined as the smallest set X of formulas verifying the following properties:

(i) Z ⊆ X

(ii) X contains all instances of the following schemas:

1. A → (B → A)

2. (A → (B → C)) → ((A → B) → (A → C))
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Axiom schema Logic

D □A → ♢A

T □A → A

4 □A → □□A

K = M[∅]
D = M[D]
T = M[T]
K4 = M[4]
S4 = M[T, 4]
D4 = M[D, 4]

Figure 1. Axioms for systems K, D, T, K4, D4 and S4

3. ((¬B → ¬A) → ((¬B → A) → B))

K. □(A → B) → (□A → □B)

MP If A,A → B ∈ X then B ∈ X;

NEC If A ∈ X then □A ∈ X.

We write ⊢M[Z] A for A ∈ M[Z]. If N1, .., Nk are names of schemas,
the sequence N1 . . . Nk denotes the set [N1] ∪ ... ∪ [N1], where [Ni] = {A :
A is an instance of the schema Ni}. Figure 1 lists the standard axioms for
the well-known modal systems K, D, T, K4, S4. We use M as generic name
for one of these systems.

2.2. The sequent calculi EK,ED,ET,EK4,ES4,ED4

We introduce a class of e–sequent calculi for the logics K, D, T, K4, and
S4. The system is presented only once (Figure 2) for S4: the other calculi
are obtained by imposing some constraints on the modal rules and the cut
(see Figure 3).

Observe that, as usual in sequent calculi presentations, sequences of
formulas (Γ, ∆), or positions (α, β) may be empty, except when explicitly
forbidden. The constraint on necessitation (rule ⊢ □, and its dual ♢ ⊢)
is formulated as a constraint on position occurrences in the context, anal-
ogously to the usual constraint on variable occurrences for ∀-introduction
(∃-elimination, respectively).

Systems for other logics are obtained by restricting the application of
some rules, exployting positions. In particular, rules □ ⊢ and ⊢ ♢ are
constrained for all the systems but ES4. Moreover, for EK4 and EK also the
cut rule is restricted. Figure 3 lists such constraints.
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Axiom and cut

Aα ⊢ Aα Ax
Γ1 ⊢ Aα,∆1 Γ2, A

α,⊢ ∆2
Cut

Γ1,Γ2 ⊢ ∆1,∆2

Structural rules

Γ ⊢ ∆
W ⊢

Γ, Aα ⊢ ∆

Γ ⊢ ∆
⊢ W

Γ ⊢ Aα,∆

Γ, Aα, Aα ⊢ ∆
C ⊢

Γ, Aα ⊢ ∆

Γ ⊢ Aα, Aα,∆
⊢ C

Γ ⊢ Aα,∆

Γ1, A
α, Bβ ,Γ2 ⊢ ∆

Exc ⊢
Γ1, B

β , Aα,Γ2 ⊢ ∆

Γ ⊢ ∆1, A
α, Bβ ,∆2

⊢ Exc
Γ ⊢ ∆1, B

β , Aα,∆2

Propositional rules

Γ ⊢ Aα,∆
¬ ⊢

Γ,¬Aα ⊢ ∆

Γ, Aα ⊢ ∆
⊢ ¬

Γ ⊢ ¬Aα,∆

Γ, Aα ⊢ ∆
∧1 ⊢

Γ, A ∧Bα ⊢ ∆

Γ, Bα ⊢ ∆
∧2 ⊢

Γ, A ∧Bα ⊢ ∆

Γ1 ⊢ Aα,∆1 Γ2 ⊢ Bα,∆2
⊢ ∧

Γ1,Γ2 ⊢ A ∧Bα,∆1,∆2

Γ1, A
α ⊢ ∆1 Γ2, B

α ⊢ ∆2
∨ ⊢

Γ1,Γ2, A ∨Bα ⊢ ∆1,∆2

Γ ⊢ Aα,∆
⊢ ∨1

Γ ⊢ A ∨Bα,∆

Γ ⊢ Bα,∆
⊢ ∨2

Γ ⊢ A ∨Bα,∆

Γ1, B
α ⊢ ∆1 Γ2 ⊢ Aα,∆2

→⊢
Γ1,Γ2, A → Bα ⊢ ∆1,∆2

Γ, Aα ⊢ Bα,∆
⊢→

Γ ⊢ A → Bα,∆

Figure 2. Rules for the System ES4
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Modal rules

Γ, Aα◦β ⊢ ∆
□ ⊢

Γ,□Aα ⊢ ∆

Γ ⊢ Aα◦x,∆
⊢ □

Γ ⊢ □Aα,∆

Γ, Aα◦x ⊢ ∆
♢ ⊢

Γ,♢Aα ⊢ ∆

Γ ⊢ Aα◦β ,∆
⊢ ♢

Γ ⊢ ♢Aα,∆

Constraints:
In rules ⊢ □ and ♢ ⊢, no position in Γ,∆ may start with α ◦ x; that is,
α ◦ x ̸∈ Init[Γ,∆].

Figure 2 (cont.). Rules for the System ES4

Note that both EK4 and EK, in addition to the constraint on the main
position β, have also constraints on the context: in the modal rules □ ⊢
and ⊢ ♢ there must be another formula occurrence Bα◦β◦η in either Γ or
∆ (of course, α and/or η may be empty). This prevents the derivation of
□A → ♢Aγ (the p-formula representing axiom D).

The notions of proof, provable sequent and height h(Π) of a proof Π
are standard.

Notation 2.5. In order to simplify the graphical representation of proofs,
we will use a double deduction line to indicate application of a rule preceded
or followed by a sequence of structural rules. So we will write

Γ ⊢ ∆
===== r
Σ ⊢ Θ

when the e–sequent Σ ⊢ Θ has been obtained from the e–sequent Γ ⊢ ∆ by
means of an application of rule r and of a finite number of structural rules.

Remark 2.6 (On the cut rule for EK, EK4).
The constraint is necessary for EK4 and EK, since it prevents the deriva-

tion of the unsound schema ♢(A → A)
⟨⟩

(remember that K and K4 do not
validate ♢true). Indeed, without the constraint we could construct the
proof-tree:
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Calculus Constraints on the rules □ ⊢ and ⊢ ♢
ES4 no constraints
ET β = ⟨ ⟩, or β is a singleton sequence ⟨z⟩
ED β is a singleton sequence ⟨z⟩
ED4 β is a non-empty sequence
EK4 β is a non-empty sequence;

there is at least a formula Bα◦β◦η in either Γ or ∆
EK β is a singleton sequence ⟨z⟩;

there is at least a formula Bα◦β◦η in either Γ or ∆

Constraints on the cut rule
ED, ET, ES4 ED4 no constraints

EK, EK4 α ∈ Init[Γ1,∆1 −Aα] or α ∈ Init[Γ2 −Aα,∆2]

Figure 3. Constraints

A⟨x⟩ ⊢ A⟨x⟩

⊢ A → A⟨x⟩

A → A⟨x⟩ ⊢ A → A⟨x⟩

A → A⟨x⟩ ⊢ ♢(A → A)
⟨⟩

⊢ ♢(A → A)
⟨⟩

Using the terminology we will introduce shortly in Definition 2.8, we will
say that, in order to be sound for EK or EK4, cut formulas must have a
sentinel. It is easy to see that modus ponens (from ⊢ A → Bα and ⊢ Aα,
obtain a derivation of ⊢ Bα) remains derivable also in presence of this
constraint.

Characteristic axioms of normal modal systems are easily derivable, as
shown in Section 4.

We introduce now some definitions. The position α ◦x in the rules ⊢ □
and ♢ ⊢ is the eigenposition of the rule, by analogy to first-order sequent
calculus. It is well known that in first order sequent calculus eigenvariables
should be considered as bound variables. In particular, any eigenvariable
in a derivation may always be substituted with a fresh one (that is, a vari-
able which does not occur in any other place in that derivation), without
affecting the provable end sequent (up to renaming of its bound variables).
Indeed, one may guarantee that each eigenvariable in a derivation is the
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eigenvariable of exactly one right ∀ or left ∃ rule (and, moreover, that vari-
able occurs in the derivation only above the rule of which it is eigenvariable,
and it never occurs as a bound variable.) We will show analogous prop-
erties for the eigenpositions of e–sequents, in order to define in a sound
way a notion of prefix replacement for proofs (that we defined at the end
of Section 2 for positions). We denote with Γ[α ↱ β] the obvious extension
of prefix replacement to a sequence Γ of p-formulas.

Fact 2.7. Let α ◦ z be an eigenposition. It is always possible to rename
the eigenposition as α ◦ z0, where z0 fresh token w.r.t the whole derivation
in which the eigenposition occurs.
This assumption ensures that, after a renaming, we cannot have e–sequents
Γ ⊢ ∆ containing both a formula Aα◦z0 with α ◦ z0 as eigenposition and
other formulas of the shape Bβ with β ∈ Init[α ◦ z0].

Definition 2.8. An occurrence of a formula Aα in an e–sequent Γ ⊢ ∆ is
said guarded if there exists in Γ ⊢ ∆ an occurrence of a formula Bα◦δ (δ
possibly empty) different from Aα. The formula Bα◦δ is the sentinel of Aα.

Proposition 2.9. Let Γ ⊢ ∆ be an e–sequent. If a formula Aα is guarded
in Γ ⊢ ∆, then, for any substitution [δ ◦ z ↱ δ ◦ τ ], the formula Aα[δ◦z↱δ◦τ ]

is guarded in Γ[δ ◦ z ↱ δ ◦ τ ] ⊢ ∆[δ ◦ z ↱ δ ◦ τ ].

Proof: Let Bβ a sentinel formula of Aα (so β = α ◦ γ). We distinguish
some cases:

1. Aα[δ◦z↱δ◦τ ] = Aα (the prefix of α is different from δ ◦ z) and then
Bα◦γ[δ◦z↱δ◦τ ] ≡ Bα◦γ . The are two subcases:

(a) if δ ◦ z ̸∈ Init[α ◦ γ] then Bα◦γ[δ◦z↱δ◦τ ] ≡ Bα◦γ .

(b) if δ ◦z ∈ Init[α◦γ], since α[δ ◦z ↱ δ ◦τ ] ≡ α, then α◦γ = αα′zγ′

where αα′ = δ. Then α ◦ γ[δ ◦ z ↱ δ ◦ τ ] = αα′τγ′ and Bαα′τγ′

is a supervisor of Aα.

2. α = δ ◦ z ◦ µ. In this case we have Aα[δ◦z↱δ◦τ ] = Aδ◦τ◦µ and
Bα◦γ[δ◦z↱δ◦τ ] = Bα◦τ◦µ◦γ and then Aδ◦τ◦µ is still guarded.

We now extend the notion of prefix replacement to proofs. The lemmas
are valid for all the systems (that is, in presence of the constraints) of
Figure 3.
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Lemma 2.10. Let Π be an e–sequent proof with conclusion Γ ⊢ ∆. Let δ ◦ z
be a position, and let b be a fresh token (that is, not occurring in either Π
or δ ◦ z). Then we may define the prefix replacement Π[δ ◦ z ↱ δ ◦ b], a
proof with conclusion Γ[δ ◦ z ↱ δ ◦ b] ⊢ ∆[δ ◦ z ↱ δ ◦ b].

Proof: If Π is an axiom Aα ⊢ Aα, than Π[δ ◦ z ↱ δ ◦ b] is Aα[δ◦z↱δ◦b] ⊢
Aα[δ◦z↱δ◦b].
All inductive cases are trivial, except the modal rules.

If the last rule of Π is

Γ ⊢ Aα◦x,∆
⊢ □

Γ ⊢ □Aα,∆

let Π′ be the subproof rooted at this rule. We have two cases, depending on
whether the position δ◦z is the eigenposition of the rule. (i) If α◦x = δ◦z,
obtain by induction the proof Π′[α ◦ x ↱ α ◦ b] with conclusion Γ ⊢ Aα◦b,∆
(remember that α ◦ x ̸∈ Init[Γ,∆]). Then Π[δ ◦ z ↱ δ ◦ b] is obtained from
Π′[α ◦ x ↱ α ◦ b] by an application of ⊢ □. (ii) If α ◦ x ̸= δ ◦ z, obtain
by induction the proof Π′[δ ◦ z ↱ δ ◦ b] with conclusion Γ[δ ◦ z ↱ δ ◦ b] ⊢
Aα[δ◦z↱δ◦b]◦x,∆[δ ◦ z ↱ δ ◦ b]. Observe now that α[δ ◦ z ↱ δ ◦ b] ◦x cannot be
an initial segment of a formula in Γ[δ ◦ z ↱ δ ◦ b],∆[δ ◦ z ↱ δ ◦ b]. Indeed,
if for some Bγ in Γ,∆ we had α[δ ◦ z ↱ δ ◦ b] ◦ x ⊑ γ[δ ◦ z ↱ δ ◦ b], since
b is fresh, this could only result from α ◦ x being a prefix of γ, which is
impossible. Therefore, we may conclude with an application of ⊢ □, since
its side-condition is satisfied.

If the last rule of Π is

Γ ⊢ Aα◦β ,∆
⊢ ♢

Γ ⊢ ♢Aα,∆

let, as before, Π′ be the subproof rooted at this rule and construct by
induction the proof Π′[δ ◦ z ↱ δ ◦ b] with conclusion Γ[δ ◦ z ↱ δ ◦ b] ⊢
Aα◦β[δ◦z↱δ◦b],∆[δ ◦ z ↱ δ ◦ b]. It is easy to verify that any side condition of
the ⊢ ♢ rule (which depends on the specific system, according to the table
above), is still verified after the prefix replacement. We may then conclude
with a ⊢ ♢ rule.

The left modal rules are analogous.

By repeatedly using the previous lemma, we obtain the following.
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Proposition 2.11 (Eigenposition renaming). Given a proof Π of an e–se-
quent Γ ⊢ ∆, we may always find a proof Π′ ending with Γ ⊢ ∆ where all
eigenpositions are distinct from one another.

Π′ differs from Π only for the names of positions. In practice we will
freely use such a renaming all the times it is necessary (or, in other words,
proofs are de facto equivalence classes modulo renaming of eigenpositions).
In a similar way to the previous lemmas we may obtain the following, which
allows the prefix replacement of arbitrary positions (once eigenpositions
are considered as bound variables, and renamed so that any confusion is
avoided). When we use prefix replacement for proofs we will always assume
that the premises of the following lemma are satisfied, implicitly calling for
eigenposition renaming if this is not the case.

Lemma 2.12 (Sequents Prefix Replacement). Let M be one of the modal
systems K, D, T, K4, D4, S4, and let β a position taken according to the
constraint for β of figure 3. Let δ ◦ z be a position, and let Π be an EM
proof of Γ ⊢ ∆, where all eigenpositions are distinct from one another,
and are different from δ ◦ z. Then we may define the prefix replacement
Π[δ ◦z ↱ δ ◦β], an EM proof with conclusion Γ[δ ◦z ↱ δ ◦β] ⊢ ∆[δ ◦z ↱ δ ◦β].

Proof: The proof proceeds by induction on the length of the proof and by
cases on the last rule. Propositional cases are trivial. We focus on modal
rules and in particular on the non-serial cases EK and EK4.

System EK: in this case β is a single token.

1. The last rule is ⊢ □. We have two cases:

(a) The proof has the structure

Π1

Γ ⊢ Aα◦z,∆

Γ ⊢ □Aα,∆

We can exclude this case by eigenposition renaming.

(b) The proof has the structure

Π1

Γ ⊢ Aα◦y,∆

Γ ⊢ □Aα,∆
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By inductive hypothesis, we have a proof

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aα◦z[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]

Since α ◦ y ̸∈ Init[Γ,∆] and we can assume that the token
y ̸∈ Init[Γ,∆, β], we have Γ[δ◦z ↱ δ◦β] = Γ, ∆[δ◦z ↱ δ◦β] =
∆. If not, by renaming we can replace α ◦ y with α ◦ y0
with y0 fresh. Therefore we have that α ◦ y ̸∈ Init[Γ[δ ◦ z ↱
δ◦β],∆[δ◦z ↱ δ◦β]] (α◦y can not appear in the substitution).
We can conclude by applying the ⊢ □ rule:

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aα◦y[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]
⊢ □

Γ[δ ◦ z ↱ δ ◦ β] ⊢ □Aα[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]

There are no additional constraints to satisfy, so this case
is clearly sound for EK

2. The last rule is ♢ ⊢: symmetric to the previous case.

3. The last rule is ⊢ ♢, so we have a proof

Π1

Γ ⊢ Aα◦c,∆

Γ ⊢ ♢Aα,∆

where c is a token and there exists at least a formula Bα◦c◦µ

in either Γ or ∆. Notice that, since we are in EK the ⊢ ♢ rule
always modifies the position of the main formula Aα◦c (i.e. in
the conclusion we have the formula Aα).

By i.h., we apply the prefix replacement on the subproof Π1:

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aα◦c[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]
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We have some cases:

(a) δ ◦ z ̸∈ Init[α ◦ c], so α ◦ c[δ ◦ z ↱ δ ◦ β] = α ◦ c.
We apply the substitution:

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aα◦c[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]
Γ[δ ◦ z ↱ δ ◦ β] ⊢ ♢Aα,∆[δ ◦ z ↱ δ ◦ β]

By Proposition 2.9, derivation is sound for K.

(b) δ ◦ z ∈ Init[α ◦ c] and δ ◦ z ∈ Init[α], so α ◦ c[δ ◦ z ↱ δ ◦ β] =
α[δ ◦ z ↱ δ ◦ β] ◦ c.
Then

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aα[δ◦z↱δ◦β]◦c,∆[δ ◦ z ↱ δ ◦ β]
Γ[δ ◦ z ↱ δ ◦ β] ⊢ ♢Aα[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]

The proof is sound for K thanks to Proposition 2.9.

(c) δ ◦ z ∈ Init[α ◦ c] and δ ◦ z ̸∈ Init[α]. We have α ◦ c = δ ◦ z
and α = δ and β = ⟨c⟩.
We apply the inductive hypothesis, and we obtain the fol-
lowing proof:

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aα◦c[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]
Γ[δ ◦ z ↱ δ ◦ β] ⊢ ♢Aα[δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]

since ♢Aδ = ♢Aα[δ◦z↱δ◦β] = ♢Aα

The last step of the derivation is sound for K, by means of
Proposition 2.9.

4. The last rule is □ ⊢: symmetric to the previous case.

5. The last rule is a cut. Let Aα be the cut-formula. In EK we have
the constraint α ∈ Init[Γ1,∆1 −Aα] or α ∈ Init[Γ2 −Aα,∆2].
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By i.h., we obtain the proofs

Π1[δ ◦ z ↱ δ ◦ β]

Γ1[δ ◦ z ↱ δ ◦ β] ⊢ Aα[δ◦z↱δ◦β],∆1[δ ◦ z ↱ δ ◦ β]

and

Π2[δ ◦ z ↱ δ ◦ β]

Γ2[δ ◦ z ↱ δ ◦ β], Aα[δ◦z↱δ◦β] ⊢ ∆2[δ ◦ z ↱ δ ◦ β]

And therefore we can conclude with a cut

Π1[δ ◦ z ↱ δ ◦ β]

S1

Π2[δ ◦ z ↱ δ ◦ β]

S2
================================= Cut

Γ ⊢ ∆

where:
S1 = Γ1[δ ◦ z ↱ δ ◦ β] ⊢ Aα[δ◦z↱δ◦β],∆1[δ ◦ z ↱ δ ◦ β] and S2 =
Γ2[δ ◦ z ↱ δ ◦ β], Aα[δ◦z↱δ◦β] ⊢ ∆2[δ ◦ z ↱ δ ◦ β].
Notice that the proof above is sound: the constraint on the
cut rule ensures that there is at least a formula Bα◦γ which is a
sentinel for Aα. This still holds after the replacement [δ◦z ↱ δ◦β]
by means of Proposition 2.9.

System EK4: in this case β is an arbitrary non void position.

1. The last rule is ⊢ □: as for EK, case 1.

2. The last rule is ♢ ⊢: as for EK, case 2.

3. The last rule is ⊢ ♢, so we have a proof

Π1

Γ ⊢ Aα◦τ ,∆

Γ ⊢ ♢Aα,∆

where τ is a non-empty sequence and there exists at least a
formula Bα◦τ◦µ in either Γ or ∆. Since we are in EK4, as in the
previous case the ⊢ ♢ rule always modifies the position of the
main formula Aα◦τ (i.e. in the conclusion we have the formula
Aα).
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By i.h., we apply the prefix replacement on the subproof Π1:

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aα◦τ [δ◦z↱δ◦β],∆[δ ◦ z ↱ δ ◦ β]

We have some cases:

(a) δ ◦ z ̸∈ Init[α ◦ τ ], so α ◦ τ [δ ◦ z ↱ δ ◦ β] = α ◦ τ . As for
system EK case 3a.

(b) δ ◦ z ∈ Init[α ◦ τ ] and δ ◦ z ∈ Init[α], so α ◦ τ [δ ◦ z ↱ δ ◦ β] =
α[δ ◦ z ↱ δ ◦ β] ◦ τ . As for system EK case 3b.

(c) δ ◦ z ∈ Init[α ◦ τ ] and δ ◦ z ̸∈ Init[α].
The position α ◦ τ has the shape α ◦ τ = α ◦ τ1 ◦ z ◦ τ2 (so
α ◦ τ1 = δ) and α ◦ τ [δ ◦ z ↱ δ ◦ β] = α ◦ τ1 ◦ β ◦ τ2.
We apply the inductive hypothesis, and we obtain the fol-
lowing proof:

Π1[δ ◦ z ↱ δ ◦ β]

Γ[δ ◦ z ↱ δ ◦ β] ⊢ Aατ1◦β◦τ2 ,∆[δ ◦ z ↱ δ ◦ β]
Γ[δ ◦ z ↱ δ ◦ β] ⊢ ♢Aα,∆[δ ◦ z ↱ δ ◦ β]

We know that there exists at least a formulaBα◦τ◦µ in either
Γ or ∆ and thanks to Proposition 2.9 the formula Aατ1◦β◦τ2

is still guarded in Γ[δ ◦ z ↱ δ ◦ β] or ∆[δ ◦ z ↱ δ ◦ β] by some
Bα◦τ◦µ[δ ◦ z ↱ δ ◦ β]. Then the proof is sound.

4. The last rule is □ ⊢: as for system EK, case 4.

5. The last rule is a cut formula: as for system EK, case 5

3. The cut elimination theorem

We prove the cut-elimination theorem for the e–sequent systems, by adapt-
ing the standard techniques for the classical predicate calculus [11]. In
particular the reader could appreciate the strong similarity, in the proofs
of the mix lemmas, between positions in e–systems and first-order terms in
classical logic.

Thanks to the modularity of our proposal, we can prove the mix lemmas
only twice, once for serial systems and once for non-serial ones.
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We start with the usual notions of subformula and degree. Observe
that, as the set of first-order (Gentzen) subformulas of ∀xA(x) contain all
the term-instances of A(x), here the set of (position, modal) subformulas
of □Aα contain all the extensions of the position α in Aα.

Definition 3.1 (subformula). The set Sub(Aα) of subformulas of a for-
mula Aα is recursively defined as follows:

Sub(pα) = {pα} if p is a proposition symbol;

Sub(¬Aα) = {¬Aα} ∪ Sub(Aα);

Sub(A#Bα) = {A#Bα}∪Sub(Aα)∪Sub(Bα), when # ∈ {→,∨,∧};

Sub(#Aα) = {#Aα} ∪ {Sub(Aα◦β) : β ∈ P}, when # ∈ {□,♢}.

Definition 3.2 (degree). The degree of modal formulas, p-formulas, and
e–sequent proofs are defined as follows.

1. The degree of a modal formula A, dg(A), is recursively defined as:

(a) dg(p) = 0 if p is a proposition symbol;

(b) dg(¬A) = dg(□A) = dg(♢A) = dg(A) + 1;

(c) dg(A∧B) = dg(A∨B) = dg(A → B) = max{dg(A), dg(B)}+1.

2. The degree of a p-formula Aα, dg(Aα), is just dg(A).

3. The degree of a proof Π, δ[Π], is the natural number defined as fol-
lows:

δ[Π] =

{
0 if Π is cut-free;

sup{dg(Aα) + 1 : Aα is a cut formula in Π} otherwise.

Let Γ be a sequence of formulas. We denote by Γ−Aα the sequence
obtained by removing all occurrences of Aα in Γ.When writing Γ,Γ′−Aα we
actually mean Γ, (Γ′−Aα). In the sequel, ordered pairs of natural numbers
are intended to be lexicographically ordered. Hence one can make proofs
by induction on pairs of numbers. The height h(Π) of a proof Π is defined
in the usual way.

We will prove two different ”mix lemmas”, to take into account that
the cut-rule for the systems EK and EK4 have special constraints, which are
mirrored into the hypothesis of the lemma.
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Lemma 3.3 (Mix Lemma for ED, ET, ES4). Let S be one of the systems ED,
ET, ES4. Let n ∈ N and let Aα be a formula of degree n. Let now Π, Π′

be proofs of the e–sequents Γ ⊢ ∆ and Γ′ ⊢ ∆′, respectively, satisfying the
property δ[Π], δ[Π′] ≤ n. Then one can obtain in an effective way from Π
and Π′ a proof Mix(Π,Π′) of the e–sequent Γ,Γ′−Aα ⊢ ∆−Aα,∆′ satisfying
the property δ[Mix(Π,Π′)] ≤ n.

Proof: The proof proceeds in a standard way, by induction on the pair
⟨h(Π), h(Π′)⟩. We highlight only the main points. Let Π and Π′ be{

Πi

Γi ⊢ ∆i

}
i∈I r

Γ ⊢ ∆

and

{
Π′

j

Γ′
j ⊢ ∆′

j

}
j∈I′

r′
Γ′ ⊢ ∆′

respectively, where I and I ′ are ∅ (in case of an axiom), {1} or {1, 2}. We
proceed by cases.

1. r is Ax.

If Γ ⊢ ∆ is Aα ⊢ Aα, then one gets Mix(Π,Π′) from Π′ by means of
a suitable sequence of structural rules.

If Γ ⊢ ∆ is Bβ ⊢ Bβ , for B ̸= A or β ̸= α, then one gets Mix(Π,Π′)
from Π by a suitable sequence of structural rules.

2. r′ is Ax. This case is symmetric to case 1.

3. r is a structural rule. Apply the induction hypothesis to the pair
⟨Π1,Π

′⟩, then apply a suitable sequence of structural rules to get the
conclusion.

4. r′ is a structural rule. This case is symmetric to 3.

5. r is a cut or a logical rule not introducing Aα to the right.
Apply the induction hypothesis to each pair ⟨Πi,Π

′⟩, so obtaining the
proof Mix(Πi,Π

′), for i ∈ I. The proof Mix(Π,Π′) is then{
Mix(Πi,Π

′)

Γi,Γ
′−Aα ⊢ ∆i−Aα,∆′

}
i∈I

============================ r
Γ,Γ′−Aα ⊢ ∆−Aα,∆′
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6. r′ is a cut or a logical rule not introducing Aα to the left.
This case is symmetric to 5.

7. r is a logical rule introducing Aα to the right and r′ is a logical rule
introducing Aα to the left.

(a) r is a propositional rule. This subcase is treated as in the first
order case (see, for instance, [11] or [25]).

(b) A is □B. Let Π and Π′ be

Π1

Γ ⊢ Bα◦x,∆1

Γ ⊢ Aα,∆1

and

Π′
1

Γ′
1, B

α◦β ⊢ ∆′

Γ′
1, A

α ⊢ ∆′

respectively. Apply the induction hypothesis to the pairs of
proofs ⟨Π1[α◦x ↱ α◦β],Π′⟩ and ⟨Π,Π′

1⟩, obtainingMix(Π1[α◦x ↱
α ◦ β],Π′) and Mix(Π,Π′

1), respectively (both of degree less or
equal n). The proof Mix(Π,Π′) is then

Mix(Π1[α ◦ x ↱ α ◦ β],Π′)

Γ,Γ′
1−Aα ⊢ Bα◦β ,∆1−Aα,∆′

Mix(Π,Π′
1)

Γ,Γ′
1−Aα, Bα◦β ⊢ ∆1−Aα,∆′

Cut
Γ,Γ′

1−Aα,Γ,Γ′
1−Aα ⊢ ∆1−Aα,∆′,∆1−Aα,∆′

======================================
Γ,Γ′

1−Aα ⊢ ∆1−Aα,∆′

(c) A is ♢B. This subcase is symmetric to the case □B.

In all cases involving new cuts, since the additional cuts are performed
on strict subformulas of Aα with degree less than n, we immediately get
δ[Mix(Π,Π′)] ≤ n.

The above proof does not go through for the systems EK and EK4, be-
cause of the constraint on the context for the rules □ ⊢ and ⊢ ♢. Indeed,
the case (5) of the proof would fail, as shown by the following two proof
fragments. Let α = β ◦ x be the position of the statement of the lemma,

Π1

⊢ Bβ◦x, Aβ◦x

⊢ ♢Bβ , Aβ◦x

and
Π′

Aβ◦x ⊢ Cβ
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If we apply the induction hypothesis to the pair ⟨Π1,Π
′⟩ we obtain

Mix(Π,Π
′)

⊢ Bβ◦x, Cβ

and now it is impossible to conclude with the ⊢ ♢ rule, because via the
induction hypothesis we deleted the only formula essential to validate the
⊢ ♢ rule. To fix the problem, we need a stronger statement of the lemma,
which mirrors the constraint of the cut rule of EK and EK4.

Lemma 3.4 (Mix Lemma for EK, EK4). Let S be one of the systems EK

or EK4. Let n ∈ N and let Aα be a formula of degree n. Let now Π,Π′

be proofs of the e–sequents Γ ⊢ ∆ and Γ′ ⊢ ∆′, respectively, satisfying the
properties:

• δ[Π], δ[Π′] ≤ n;

• α ∈ Init[Γ,∆−Aα], or α ∈ Init[Γ′−Aα,∆′]

Then one can obtain in an effective way from Π and Π′ a proof Mix(Π,Π′)
of the e–sequent Γ,Γ′ − Aα ⊢ ∆ − Aα,∆′ satisfying the property
δ[Mix(Π,Π′)] ≤ n.

Proof: The proof proceeds as for the previous lemma, with special care
for cases (5) and (7).

1.–4. As in Lemma 3.3

5. r is a cut or a logical rule not introducing Aα to the right.
Apply the induction hypothesis to each pair ⟨Πi,Π

′⟩, so obtaining the
proof Mix(Πi,Π

′), for i ∈ I. The proof Mix(Π,Π′) is then{
Mix(Πi,Π

′)

Γi,Γ
′−Aα ⊢ ∆i−Aα,∆′

}
i∈I

============================ r
Γ,Γ′−Aα ⊢ ∆−Aα,∆′

Notice that in the case of r is a cut rule one has the further constrains
from Figure 3: α ∈ Init[Γ1,∆1 −Aα] or α ∈ Init[Γ2 −Aα,∆2].

6. r′ is a cut or a logical rule not introducing Aα to the left.
This case is symmetric to 3.
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7. r is a logical rule introducing Aα to the right and r′ is a logical rule
introducing Aα to the left.

(a) r is a propositional rule.
This subcase is treated as in the classical logic case (see, for
instance, [11] or [25]). Here we show only the case when A is of
the form B → C.

Let Π and Π′ be respectively

Π1

Γ, Bα ⊢ Cα,∆

Γ ⊢ B → Cα,∆

and

Π′
1

Γ′
1, C

α ⊢ ∆′
1

Π′
2

Γ′
2 ⊢ Bα,∆′

2

Γ′
1,Γ

′
2, B → Cα ⊢ ∆′

1,∆
′
2

Apply the induction hypothesis to the pairs of proofs ⟨Π,Π′
2⟩,

⟨Π1,Π
′⟩ and ⟨Π,Π′

1⟩, obtaining the following proofs:

• Mix(Π,Π′
2) of the sequent Γ,Γ

′
2−Aα ⊢ Bα,∆−Aα,∆′

2 with
constraints α ∈ Init[Γ,∆−Aα] or α ∈ Init[Γ′

2−Aα,∆′
2, B

α]
( Bα acts as a sentinel formula for Aα).

• Mix(Π1,Π
′) of the sequent Γ,Γ′

1−Aα,Γ′
2−AαBα ⊢ Cα,∆−

Aα,∆′
1,∆

′
2 with constraints α ∈ Init[Γ, Bα,∆−Aα, Cα] or

α ∈ Init[Γ′
1−Aα,Γ′

2−Aα,∆′
1,∆

′
2] (both Bα and Cα act as

sentinel formulas for Aα).

• Mix(Π,Π′
1) of the sequent Γ,Γ′

1−Aα, Cα ⊢ ∆−Aα,∆′
1 with

constraints α ∈ Init[Γ,∆−Aα] or α ∈ Init[Γ′
1−Aα, Cα,∆′

1]
(Cα acts as a sentinel formula for Aα).

The proof Mix(Π,Π′) is then obtained as follows. Cut first
Mix(Π,Π′

2) against Mix(Π1,Π
′) to obtain the following proof Υ:

Mix(Π,Π′
2)

Γ,Γ
′
2−A

α ⊢ B
α
,∆−A

α
,∆

′
2

Mix(Π1,Π
′)

Γ,Γ
′
1−A

α
,Γ

′
2−A

α
, B

α ⊢ C
α
,∆−A

α
,∆

′
1,∆

′
2========================================================================= Cut

Γ,Γ
′
1−A

α
,Γ

′
2−A

α ⊢ C
α
,∆−A

α
,∆

′
1,∆

′
2
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Cut now Υ against Mix(Π,Π′
1), obtaining the final proof

Υ

Γ,Γ
′
1−A

α
,Γ

′
2−A

α ⊢ C
α
,∆−A

α
,∆

′
1,∆

′
2

Mix(Π,Π′
1) + right wekenings of ∆′

2

Γ,Γ
′
1−A

α
, C

α ⊢ ∆−A
α
,∆

′
1,∆

′
2========================================================================== Cut

Γ,Γ
′
1−A

α
,Γ

′
2−A

α ⊢ ∆−A
α
,∆

′
1,∆

′
2

The cut in Υ is soundly applied, since at least Cα acts as a
sentinel for the rule, so the constraints are verified. As for the
last cut, let as check that in all possible subcases there exists a
sentinel formula for the cut formula Cα. In building Mix(Π,Π′)
we know there is a sentinel formula for Aα, of shape Dα◦µ, some-
where in the contexts: either Dα◦µ is in Γ, or is in ∆−Aα, or is
in Γ′

1−Aα, or is in Γ′
2−Aα, or is in ∆′

1, or finally is in ∆′
2.

In these cases:

i. if Dα◦µ is in Γ, or is in Γ′
1−Aα, or is in Γ′

2−Aα, then Dα◦µ

is a sentinel for Cα, because it appears on the left of ⊢ in
the first premise of the cut;

ii. if Dα◦µ is in ∆−Aα, or is in ∆′
1, then Dα◦µ is a sentinel

for Cα, because it appears on the right of ⊢ in the second
premise of the cut;

iii. if Dα◦µ is in ∆′
2, note that we have added ∆′

2 (with suitable
right weakenings) to the conclusion of Mix(Π,Π′

1), so that
Dα◦µ could be a sentinel for the cut formula (observe that
the conclusion of the whole proof does not change, since ∆′

2

is already present there.)

(b) A is □B.

Let Π, r, Π′ and r′ be respectively

Π1

Γ ⊢ Bα◦x,∆
⊢ □

Γ ⊢ Aα,∆

and

Π′
1

Γ′, Bα◦β ⊢ ∆′
□ ⊢

Γ′, Aα ⊢ ∆′
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Recall that for r we have the constraint for the ⊢ □ rule α ◦ x ̸∈
Init[Γ,∆] and, since we are in K or in K4, we have also the
constraints on r′ = □ ⊢, namely there must be a sentinel for
Bα◦β .

Let us suppose to be in EK.
In this case β is a singleton, i.e. β = ⟨z⟩ and one also requires
that there exists at least a formula Dα◦z◦µ in Γ′ or in ∆′. Apply
the induction hypothesis to the pairs of proofs ⟨Π1[α ◦ x ↱ α ◦
z],Π′⟩ and ⟨Π,Π′

1⟩, obtaining a proof Mix(Π1[α ◦ x ↱ α ◦ z],Π′)
of Γ[α ◦ x ↱ α ◦ z],Γ′ −Aα ⊢ Bα◦z,∆[α ◦ x ↱ α ◦ z]−Aα,∆′ and
a proof Mix(Π,Π′

1) of Γ,Γ
′ −Aα, Bα◦z ⊢,∆−Aα,∆′.

Thanks to the constraints on the ⊢ □ rule and Proposition 2.11
(eigenposition renaming), it holds that Γ[α ◦ x ↱ α ◦ z] = Γ and
∆[α ◦ x ↱ α ◦ z] = ∆, so we can drop the substitution from the
contexts Γ and ∆.

Notice that we soundly applied the induction hypothesis. To
check this, it enough to verify the constraint α ∈ Init[Γ,∆−Aα]
or α ∈ Init[Γ′ − Aα,∆′] is satisfied both by Mix(Π1[α ◦ x ↱
α ◦ z],Π′) and Mix(Π,Π′

1).

For the proof Mix(Π1[α◦x ↱ α◦z],Π′) of the sequent Γ,Γ′−Aα ⊢
Bα◦z,∆−Aα,∆′ we know there is at least a formula Dα◦z◦µ in
Γ′ or in ∆′, and so the constraint is verified. This holds also
for for the proof Mix(Π,Π′

1) of the sequent Γ,Γ′ − Aα, Bα◦z ⊢
∆−Aα,∆′, thanks to the presence of Bα◦z.

The proof Mix(Π,Π′) is then

Mix(Π1[α ◦ x ↱ α ◦ z],Π′)

Γ,Γ′−Aα ⊢ Bα◦z ,∆−Aα,∆′

Mix(Π,Π′
1)

Γ,Γ′−Aα, Bα◦z ⊢ ∆−Aα,∆′
Cut

Γ,Γ′−Aα,Γ,Γ′−Aα ⊢ ∆−Aα,∆′,∆−Aα,∆′

====================================
Γ,Γ′−Aα ⊢ ∆−Aα,∆′
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Notice that the application of the cut rule is sound, i.e. the
following constraints is satisfied: α ◦ z ∈ Init[Γ,Γ′ − Aα, (∆ −
Aα,∆′)−Bα◦z] or α ◦ z ∈ Init[(Γ,Γ′−Aα)−Bα◦z,∆−Aα,∆′].
We have two cases: if there exists in ∆′ a formula Cα◦z◦µ (con-
straint of Kto the □ ⊢ Γ′) we are done; if there is a formula
Cα◦z that belongs to Γ′, it also belongs to Γ′ − Aα and we can
conclude.

If we are in EK4, then β = δ with δ ̸= ⟨⟩ and we proceed exactly
as for EK.

(c) A is ♢B. This subcase is symmetric to the previous one.

In all cases involving new cuts, since the additional cuts are performed
on strict subformulas of Aα, with degree less than n we immediately get
δ[Mix(Π,Π′)] ≤ n.

Theorem 3.5 (Cut elimination for ED, ET, ED4 ES4). Let M be one of the
modal systems ED, ET, ED4 and ES4. If Π is a EM–proof of Γ ⊢ ∆, then
there exists a cut-free EM–proof Π

∗ of Γ ⊢ ∆.

Proof: By induction on the pair ⟨δ[Π], h(Π)⟩. Suppose Π is not cut-free
and let r be the last rule applied in Π. We distinguish two cases:

1. r is not a cut. Let Π be{
Πi

Γi ⊢ ∆i

}
i∈I r,

Γ ⊢ ∆

where I is one of {1}, {1, 2} Apply the induction hypothesis to each
Πi, obtaining cut-free proofs Π∗

i , for i ∈ I. A cut-free proof Π∗ of
Γ ⊢ ∆ is then {

Π∗
i

Γi ⊢ ∆i

}
i∈I r

Γ ⊢ ∆



Cut Elimination for Extended Sequent Calculi 483

2. r is a cut. Let Π be

Π1

Γ1 ⊢ Aα,∆1

Π2

Γ2, A
α ⊢ ∆2

Cut
Γ ⊢ ∆

We apply the induction hypothesis to Π1 and Π2 in order to obtain
cut-free proofs Π∗

1 and Π∗
2 of Γ1 ⊢ Aα,∆1 and Γ2, A

α ⊢ ∆2 respec-
tively.

Applying Lemma 3.3 to the pair ⟨Π∗
1,Π

∗
2⟩, one gets a proof Π0 of

sequent Γ1,Γ2−Aα ⊢ ∆1−Aα,∆2 such that δ[Π0] ≤ dg(Aα) < δ[Π].

Finally one gets a cut-free proof of Γ1,Γ2−Aα ⊢ ∆1−Aα,∆2 from
Π0 by induction hypothesis and, from it, a cut-free proof of Γ ⊢ ∆
by application of a suitable sequence of structural rules.

Theorem 3.6 (Cut elimination for EK, EK4). Let M be one of the modal
systems EK and EK4. If Π is a EM–proof of Γ ⊢ ∆, then there exists a
cut-free EM–proof Π

∗ of Γ ⊢ ∆.

Proof: By induction on the pair ⟨δ[Π], h(Π)⟩. Suppose Π is not cut-free
and let r be the last rule applied in Π. We distinguish two cases:

1. r is not a cut. Let Π be{
Πi

Γi ⊢ ∆i

}
i∈I r,

Γ ⊢ ∆

where I is one of {1}, {1, 2} Apply the induction hypothesis to each
Πi, obtaining cut-free proofs Π∗

i , for i ∈ I. A cut-free proof Π∗ of
Γ ⊢ ∆ is then {

Π∗
i

Γi ⊢ ∆i

}
i∈I r

Γ ⊢ ∆
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2. r is a cut. Let Π be

Π1

Γ1 ⊢ Aα,∆1

Π2

Γ2, A
α ⊢ ∆2

Cut
Γ1,Γ2 ⊢ ∆1,∆2

where we know that α ∈ Init[Γ1,∆1 −Aα] or α ∈ Init[Γ2 −Aα,∆2].

Apply the induction hypothesis to Π1 and Π2 to obtain cut-free proofs
Π∗

1 and Π∗
2 of Γ1 ⊢ Aα,∆1 and Γ2, A

α ⊢ ∆2 respectively. Notice that
δ[Π∗

1], δ[Π
∗
2] ≤ δ[Aα] = n.

Applying Lemma 3.4 to the pair ⟨Π∗
1,Π

∗
2⟩, one gets a proof Π0 of

sequent Γ1,Γ2−Aα ⊢ ∆1−Aα,∆2 such that δ[Π0] ≤ δ[Aα] < δ[Π]
and α ∈ Init[Γ1,∆1−Aα], or α ∈ Init[Γ2−Aα,∆2]. Notice that this
is the same as we had for the last rule of Π.

Finally one gets a cut-free proof of Γ1,Γ2−Aα ⊢ ∆1−Aα,∆2 from
Π0 by induction hypothesis and, from it, a cut-free proof of Γ1,Γ2 ⊢
∆1,∆2 via a suitable sequence of structural rules.

Let M be one of the systems K,D,T,K4,D4,S4. Subformula Property
and Consistency follows as immediate corollaries of cut-elimination.

Corollary 3.7 (Subformula Property). Each formula occurring in a cut-
free EM-proof Π is a subformula of some formula occurring in the conclusion
of Π.

Corollary 3.8 (Consistency). EM is consistent, namely there is no EM-
proof of the empty sequent ⊢ .

4. E–sequent calculi are equivalent to standard
calculi

The systems introduced in the previous sections prove the same theorems
of the Hilbert-style presentation of the corresponding logics. Let M be one
of the logics K, K4, D, D4 and S4. We start with a proof that, if M proves
A, then EM proves ⊢ A⟨⟩. We show the derivations for the modal axioms.
Observe that the proof of each axiom satisfies the constraints on □ ⊢ and
⊢ ♢ of the corresponding e–system.
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Axiom K

B⟨x⟩ ⊢ B⟨x⟩ A⟨x⟩ ⊢ A⟨x⟩

→⊢
A⟨x⟩, A → B⟨x⟩ ⊢ B⟨x⟩

□ ⊢
A⟨x⟩,□(A → B)

⟨ ⟩ ⊢ B⟨x⟩

===================== □ ⊢
□A⟨ ⟩,□(A → B)

⟨ ⟩ ⊢ B⟨x⟩

⊢ □
□A⟨ ⟩,□(A → B)

⟨ ⟩ ⊢ □B⟨ ⟩

======================= ⊢→
□(A → B)

⟨ ⟩ ⊢ □A → □B⟨ ⟩

⊢→
⊢ □(A → B) → (□A → □B)

⟨ ⟩

Axiom D

A⟨x⟩ ⊢ A⟨x⟩

□ ⊢
□A⟨ ⟩ ⊢ A⟨x⟩

⊢ ⋄
□A⟨ ⟩ ⊢ ♢A⟨ ⟩

⊢→
⊢ □A → ♢A⟨ ⟩

Axiom T

A⟨ ⟩ ⊢ A⟨ ⟩

□ ⊢
□A⟨ ⟩ ⊢ A⟨ ⟩

⊢→
□A → A⟨ ⟩

Axiom 4

A⟨y,x⟩ ⊢ A⟨y,x⟩

□ ⊢
□A⟨ ⟩ ⊢ A⟨y,x⟩

⊢ □
□A⟨ ⟩ ⊢ □A⟨y⟩

⊢ □
□A⟨ ⟩ ⊢ □□A⟨ ⟩

⊢→
⊢ □A → □□A⟨ ⟩
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Closure under MP is trivially obtained by means of the cut rule. We
provide a similar construction in [18] where we study a natural deduction
formulations of e–systems.

Finally, closure under NEC is obtained by showing that all positions
in a provable sequent may be “lifted” by any prefix. Observe first that, for
Γ = Aγ1

1 , . . . , Aγn
n , we have Γ[⟨⟩ ↱ β] = Aβ◦γ1

1 , . . . , Aβ◦γn
n .

Proposition 4.1 (lift). Let M be one of the modal systems K, D, T, K4,
D4, S4, and let β be a position. If Γ ⊢ ∆ is provable in EM, so is the
e–sequent Γ[⟨⟩ ↱ β] ⊢ ∆[⟨⟩ ↱ β].

Proof: Like Lemma 2.12: Standard induction on derivations (with a suit-
able renaming of eigenpositions). It is easily verified that the constraints
on the modal rules remain satisfied.

Corollary 4.2 (closure under NEC). Let M be one of the modal systems

K, D, T, K4, D4, S4. If ⊢ A⟨ ⟩ is provable in EM so is the e–sequent ⊢ □A⟨ ⟩.

We can finally state the first direction of the equivalence result.

Theorem 4.3. Let M be one of the modal systems K, D, T, K4, D4, S4.
If ⊢M A, the e–sequent ⊢ A⟨ ⟩ is provable in EM.

As for the other direction, Fitting introduced tableaux systems for a
large class of modal logics (see also Section 5) and proved their equivalence
to the corresponding Hilbert style systems [8, pages 398–400]. Labels in
Fitting’s tableaux play the same role as our positions, and the semantics
he proposes works for our systems. In particular, his proof of soundness
also readily gives the proof we need. We simply state the result:

Theorem 4.4. Let M be one of the modal systems K, D, T, K4, D4, S4.
If the e–sequent ⊢ A⟨ ⟩ is provable in EM, then ⊢M A.

Alternatively, a direct proof can be found in [18], although formulated
in an equivalent natural deduction presentation of our e–sequents.

5. Related work

We discuss in this section some alternative proposals of modal systems,
related to our extended sequents.
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We start from the 2–sequents/linear nested sequents tradition. We then
analyse the work of Fitting [9, 7, 8], Mints [22] and Cerrato [4, 5]. We also
make a quick comparison with the so-called Labeled Deductive Systems,
which represent an important field of studies. A more in-depth comparison,
in the setting of natural deduction systems, may be found in [18].

5.1. Starting point: 2–sequents and linear nested sequents

The systems we studied in this paper are, in their current formulation,
strongly similar to the ones proposed by Fitting [9, 7, 8] and by Mints [22].
However, our research started from other grounds, that of 2–Sequents [19,
27], especially as presented in [17]. In that paper the first and second
authors propose a natural deduction system for the negative fragment
(→, ∧, □) of modal logic, towards a proof theory for the normal modal
logics D,T,D4 and S4. If we rephrase in a sequent calculus setting the
natural deduction rules of that paper, we obtain the following (intuition-
istic) rules for □, where each formula is decorated with a natural number,
representing its level :

Γ, An+k ⊢ B
□ ⊢

Γ,□An ⊢ B

Γ ⊢ An+1

⊢ □
Γ ⊢ □An

In the rule ⊢ □ one requires that, for each formula Ck in Γ, k ≤ n. Different
modal systems are obtained by suitable restrictions of the □ ⊢ rule. For
example, if k = 1 we have D; if k < 0 we have D4, and so on.

The idea works fine for the negative ⊥-free fragments of the modal
logics D, T, D4 and S4, and for the corresponding MELL (Multiplicative
Exponential Linear Logic) subsystems [12].

Unfortunately, at that time we could not extend this formulation of
2–Sequents to the full classical modal logics considered in this paper, since
the notion of level of a formula is too simple and does not interact well
with a standard cut elimination procedure.

Few years ago Lellmann et al. reinterpret 2–Sequents as Linear Nested
Sequents (LNS) [15], a restricted form of Nested Sequents (in their turn
a generalization of relational Hypersequents, see Section 5.5 for some ref-
erences) where the tree-structure is restricted to a no-branching (linear)
structure. Lellmann’s reformulation allows to extends 2–Sequents to a large
class of logics, also avoiding the complexity of nested sequent calculi. In [15]
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Lellmann et al. state a cut elimination theorem through an indirect argu-
ment. They prove cut elimination for the standard formulation (no levels,
no nested sequents) of the considered modal logics and then obtain a cut
elimination statement for LNS by means of a translation into the standard
cut free formalisms.

The extended sequents of the present paper result from the realization
that to obtain a direct syntactical proof of cut elimination, we must enrich
the notion of level in 2–Sequents/LNS, moving to a set of uninterpreted
names. Instead of indexed formula An, at level n we should have (position)
formulas of the shape Aα, with positions α of length n (namely A⟨x1,...,xn⟩).
The constraints on levels of [17]—the key point of the system design—can
be naturally translated (and extended) in constraints on positions.

Non-surprisingly we obtain a system with interesting similarities with
those of Fitting [9, 7, 8], Mints [22] and Cerrato [4, 5]. We focus now on
these authors, starting with Fitting’s research. Even if Cerrato’s system
is antecedent to Mints’ one, to simplify the presentation we introduce first
Mints’ tableaux and then we discuss Cerrato’s by analogy.

5.2. Fitting’s indexed tableaux

From now on, we use the standard notion of tableau for classical logic as
given in Bell and Machover’s textbook [2].

In Fitting’s prefixed tableaux, formulas are labeled with a prefix α. In-
tuitively, one could think of α.A as saying A is true at the world named by
α; and that a prefix α.β is a naming for a world that is accessible from the
world that is named by α. Despite the semantical meaning and intent of
prefixes, we can identify the notion of prefix with that of position—a
prefixed formula α.A can be viewed1 as a position formulas Aα. Fitting 
introduces two kinds of rules, that he calls π and ν rules that model the be-
haviour of modal operators and of their negations. Here we use directly the
symbols □ and ♢ and we take into account only the rules for □ in the basic
normal system K (obviously the rules for ♢ are symmetric). To facilitate
the reading, we adopt our notation:

1In Fitting’s [8] tokens are natural numbers, but this is simply syntactic sugar.
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□–rule:
Π =


...
□Aα

...
|

Aα◦β

¬□–rule:
Π =


...

¬□Aα

...
|

¬Aα◦x

where Π is the branch that is extended by means of the rule and the
following constraints hold: (i) in the □–rule the prefix α ◦ β is not new in
the branch of the tableaux; (ii) in the ¬□–rule the prefix α ◦ x has to be
fresh.

The constraints above match the constraints we introduced in e–sequents
for K. In particular, for □ ⊢ we require that β is a singleton, and that the
main formula has at least a sentinel in the context (notice the analogy with
Fitting’s □–rule); for ⊢ □ we force the usual constraint on the quantifica-
tion, by requiring that α ◦ x does not appear as a prefix in any formula of
the contexts. Also in this latter case we can observe the analogy with the
¬□–rule.

As shown in [9], indexed tableau can be easily “overturned” to obtain
prefixed sequent and translated to obtain nested sequents, and conversely.
Fitting’s tableaux (as well as their reformulation and translations) enjoy a
form of modularity. Prefixed tableaux can be easily reconfigured to move
from K to D: if one no longer requires that on the rule ⊢ □ above the prefix
α ◦ β is not new in the branch, it is possible to derive the D axiom. This
happens very similarly in our framework: constraints on □ ⊢ for K (and
K4) prevents the derivation of the p-formula (□A → ♢A)

γ
. Instead, for

the other normal logics, specific rules (modeling the characteristic axioms)
must be added to those for K.

5.3. Mints’ sequents

In [22] G. Mints introduces a calculus for a family of modal logic inspired
by Kripke’s semantic tableaux. Even if the paper uses the term “tableau”,
the framework is technically a sequent calculus. To facilitate the compar-
ison, we show how to reformulate the calculus of Mints in terms of our
e–sequents. To avoid misunderstanding, from now on we call sequents the
standard (i.e. non indexed) sequents and indexed sequents (in Mints’ ter-
minology) expressions of the kind α(Γ ⊢ ∆), where α is a position and
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Γ ⊢ ∆ is a sequent (in particular a sequent may be seen as an indexed
sequent with ⟨⟩ as index.)

The objects of Mints’ calculus finite are multisets of indexed sequents
called tableaux. A tableau is therefore a multiset of the shape

Γ0 ⊢ ∆0;α1(Γ1 ⊢ ∆1); · · · ;αn(Γn ⊢ ∆n)

where each (Γi ⊢ ∆i) is a sequent. In spite of the name, a tableaux is then
an e–sequent, under the following translation (up to exchange rules):

Γ0 ⊢ ∆0;α1(Γ1 ⊢ ∆1); · · · ;αn(Γn ⊢ ∆n)⇝

Γ0,Γ
α1
1 , . . .Γαn

n ⊢ ∆0,∆
α1
1 , . . .∆αn

n

Under this interpretation, we can now compare Mints’ rules with those
of e–sequents.

The rules for K are the same as our rules, although modularity is ob-
tained differently than in e–sequents. Mints defines a relation r between
positions that at first glance seems similar to our notion of Init[·]. This is
not the case. For example, it is true that α r α ◦ z, but (α, α ◦ β) ̸∈ r if
the length of β is greater than 1. In particular Mints forces that r is not
transitive. The way r is defined and used to formulate the different logics
do not allow to use it to handle directly the transitivity.

Transitivity (axiom 4) is obtained by “adding” to the basic rule of K
the following one (expressed in our notation):

Γ,□Aα◦z ⊢ ∆

Γ,□Aα ⊢ ∆

Also the system for KT is quite different. In fact, Mints introduces two
rules for □ ⊢. The basic rule for K (with the constraint that there must be
a sentinel in the sequent) plus a new one:

Γ, Aα ⊢ ∆

Γ,□Aα ⊢ ∆

The two rules cannot be merged, since the basic rule for □ ⊢ has to satisfy
a suitable constraint.

Mints’ formulation of the rule allows to prove a cut elimination theorem,
at the price of having a proof that does not follow the standard steps of
cut elimination for classical first order logic.
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5.4. Cerrato’s modal tree sequents

In [4, 5] Cerrato proposes modal tree-sequents as a formalism for a family
of normal modal logics, from K to S5. A modal tree-sequent is indeed a
tree of sequents. In spite of a heavy graphical formalism, tree sequents
correspond (modulo a direct simple translation) to Mints’ tableaux, and,
more interestingly, with the same rules. All systems share the same right □
rule, while dedicated left □ rules allow the derivation of the characteristic
axioms of the different logics. Moreover, both Mints and Cerrato manage
transitivity in the same way. If F is the set of formulas, one can define
a function index : P(F) → X∗ that returns the position of the node in
the tree. Starting from a “labeled version” of Cerrato’s tree sequents,
one can easily define a translation into Mints-style multiset of sequents.
Therefore what we said for Mints also applies to Cerrato’s tree sequents. In
particularly, differently from Cerrato, we insist that we obtain a syntactical
proof of cut elimination via the same standard argument which is used for
first order logic, by leaning on a Mix Lemma (see [25]).

5.5. Other systems

In the previous subsections, we focused on systems strongly similar to
our proposal. In the literature, of course, there are many other proof-
theoretical approaches to modal logics. Among these, display calculi [28],
(relational) hypersequents [1, 23, 6], and labelled deductive systems (LDS)
[10, 24, 26, 23], on which we conclude our review.

At a first glance, our system (or those of Fitting-Cerrato-Mints) seems
just a syntactical variant (a “rephrasing”) of LDS. One can define a trans-
lation (objectively, quite cumbersome) of our extended sequents into the
formalism of LDS. We present a detailed comparison (formulated in a nat-
ural deduction version of the present system) in our [18]. That one system
could be translated into another one does not mean that the two are the
same, or that one of them is uninteresting (think, for example, about nat-
ural deduction and the calculus of sequents).

The basic idea of the translation is to associate a new label ai to
each position and then define suitable relational formulas: each position
⟨x1, . . . , xn⟩ is translated into a set of formulas {a0Ra1, . . . , an−1Ran}2.
These relational formulas are treated in LDS with explicit logical rules,

2The simpler {x1Rx2, . . . , xn−1Rxn} would not work.
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whereas in our e–systems positions are treated in the same way as the
terms of the first-order logic, thus with no need for additional special ma-
chinery.

For example, seriality and transitivity are handled in LDS through the
following rules (for details, see e.g. [23]):

Γ, aRb ⊢ c : A,∆
seriality

Γ,⊢ c : A,∆

Γ, aRb, bRc ⊢ c : A,∆
trans

Γ, aRc ⊢ c : A,∆

Dispensing from ad hoc rules like these is the very purpose of e–systems,
see [18] for more details.
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Abstract

GE algebras (generalized exchange algebras), transitive GE algebras (tGE al-
gebras, for short) and aGE algebras (that is, GE algebras verifying the anti-
symmetry) are a generalization of Hilbert algebras. Here some properties and
characterizations of these algebras are investigated. Connections between GE
algebras and other classes of algebras of logic are studied. The implicative and
positive implicative properties are discussed. It is shown that the class of positive
implicative GE algebras (resp. the class of implicative aGE algebras) coincides
with the class of generalized Tarski algebras (resp. the class of Tarski algebras).
It is proved that for any aGE algebra the property of implicativity is equivalent
to the commutative property. Moreover, several examples to illustrate the results
are given. Finally, the interrelationships between some classes of implicative and
positive implicative algebras are presented.
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1. Introduction

L. Henkin [6] introduced the notion of “implicative model”, as a model of
positive implicative propositional calculus. In 1960, A. Monteiro [16] has
given the name “Hilbert algebras” to the dual algebras of Henkin’s implica-
tive models. In 1966, K. Iséki [9] introduced a new notion called a BCK
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algebra. It is an algebraic formulation of the BCK-propositional calculus
system of C. A. Meredith [15], and generalize the concept of implicative
algebras (see [1]). In 2021, P. Cintula and C. Noguera [4] presented of
the most important logics that one can find in the literature. In partic-
ular, they considered the BCK logic and its many extensions. To solve
some problems on BCK algebras, Y. Komori [14] introduced BCC alge-
bras. These algebras (also called BIK+-algebras) are an algebraic model
of BIK+ logic. In [12], as a generalization of BCK algebras, H. S. Kim
and Y. H. Kim defined BE algebras. In 2008, A. Walendziak [18] defined
commutative BE algebras and proved that they are BCK algebras. Later
on, in 2010, D. Buşneag and S. Rudeanu [3] introduced the notion of pre-
BCK algebra. A BCK algebra is just a pre-BCK algebra satisfying also the
antisymmetry. In 2016, A. Iorgulescu [7] introduced new generalizations of
BCK and Hilbert algebras (RML, aBE, pi-BE, pimpl-RML algebras and
many others). Recently, R. Bandaru et al. [2] introduced the concepts of
GE algebra (generalized exchange algebra) and transitive GE algebra (tGE
algebra for short). These algebras are a generalization of Hilbert algebras.

In 1978, K. Iséki and S. Tanaka [10] introduced the concepts of implica-
tivity and positive implicativity in the theory of BCK algebras. The present
paper is a continuation of the author’s paper [19], where the property of
implicativity for various generalizations of BCK algebras was studied. Im-
plicative BE algebras were presented in [21] (see also [23]).

Here we consider RML, BE, GE, tGE, pre-BCC and pre-BCK algebras
and investigate the implicative and positive implicative properties for these
algebras. We obtain some characterizations of GE and transitive GE al-
gebras. We study connections between GE algebras and other classes of
algebras of logic. We show that the class of positive implicative GE alge-
bras (resp. the class of implicative GE algebras satisfying the property of
antisymmetry) coincides with the class of generalized Tarski algebras (resp.
the class of Tarski algebras). We prove that for any GE algebra with the
antisymmetry the property of implicativity is equivalent to the commuta-
tive property. Moreover, we give several examples to illustrate the results.
Finally, we present the interrelationships between the classes of implicative
and positive implicative algebras considered here.
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2. Preliminaries

Let A = (A,→, 1) be an algebra of type (2, 0). We consider the following
list of properties ([7]) that can be satisfied by A (the properties in the list
are the most important properties satisfied by a BCK algebra):

(An) (Antisymmetry) x → y = 1 = y → x =⇒ x = y,

(B) (y → z) → [(x → y) → (x → z)] = 1,

(BB) (y → z) → [(z → x) → (y → x)] = 1,

(C) [x → (y → z)] → [y → (x → z)] = 1,

(D) y → [(y → x) → x] = 1,

(Ex) (Exchange) x → (y → z) = y → (x → z),

(K) x → (y → x) = 1,

(L) (Last element) x → 1 = 1,

(M) 1 → x = x,

(Re) (Reflexivity) x → x = 1,

(Tr) (Transitivity) x → y = 1 = y → z =⇒ x → z = 1,

(*) y → z = 1 =⇒ (x → y) → (x → z) = 1,

(**) y → z = 1 =⇒ (z → x) → (y → x) = 1.

The following lemma will be used many times throughout the rest of
this paper.

Lemma 2.1 ([7], Proposition 2.1 and Theorem 2.7). Let A = (A,→, 1) be
an algebra of type (2, 0). Then the following hold:

(i) (M) + (B) imply (Re), (*) and (**),

(ii) (M) + (*) imply (Tr),

(iii) (M) + (**) imply (Tr),

(iv) (An) + (C) imply (Ex),

(v) (M) + (BB) imply (B).
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Definition 2.2 ([7]).

1. A RML algebra is an algebra A = (A,→, 1) of type (2, 0) verifying
(Re), (M), (L).

2. A BE algebra is a RML algebra verifying (Ex).

3. An aBE algebra is a BE algebra verifying (An).

4. A pre-BCC algebra is a RML algebra verifying (B).

5. A pre-BCK algebra is a pre-BCC algebra verifying (Ex).

6. A BCC algebra is a pre-BCC algebra verifying (An).

7. A BCK algebra is a pre-BCK algebra verifying (An).

Denote by RML, BE, aBE, pre-BCC, pre-BCK, BCC and BCK
the classes of RML, BE, aBE, pre-BCC, pre-BCK, BCC and BCK algebras,
respectively.

Let A = (A,→, 1) be an algebra of type (2, 0). We define the binary
relation ≤ by: for all x, y ∈ A,

x ≤ y ⇐⇒ x → y = 1.

It is known that ≤ is an order relation in BCC and BCK algebras. By defi-
nition, in RML and BE algebras, ≤ is a reflexive relation; in aBE algebras,
≤ is reflexive and antisymmetric. By Lemma 2.1 (i) and (ii), in pre-BCC
and pre-BCK algebras, ≤ is reflexive and transitive (i.e., it is a pre-order
relation).

Definition 2.3 ([2]). A GE algebra (generalized exchange algebra) is an
algebra A = (A,→, 1) of type (2, 0) verifying (Re), (M) and

(GE) x → (y → z) = x → [y → (x → z)].

Following [2],

• a transitive GE algebra (tGE algebra, for short) is a GE algebra ver-
ifying (B),

• an aGE algebra is a GE algebra verifying (An).

Denote by GE, tGE and aGE the classes of all GE algebras, transitive
GE algebras and aGE algebras, respectively.
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Proposition 2.4. Any GE algebra satisfies the folowing property

(pi) x → y = x → (x → y).

Proof: Let A be a GE algebra and x, y ∈ A. We have x → y
(M)
= x →

(1 → y)
(GE)
= x → [1 → (x → y)]

(M)
= x → (x → y), that is, (pi) holds

in A.

Example 2.5. Consider the set A = {a, b, c, d, e, 1} and the operation →
given by the following table:

→ a b c d e 1
a 1 1 c c 1 1
b a 1 d d 1 1
c a 1 1 1 1 1
d a 1 1 1 1 1
e a 1 1 1 1 1
1 a b c d e 1

.

We can observe that the properties (Re), (M), (L), (GE) (hence (pi)) are
satisfied. Therefore, (A,→, 1) is a GE algebra. It does not satisfy (An)
for (x, y) = (c, d); (Ex) for (x, y, z) = (a, b, c); (Tr) and (B) for (x, y, z) =
(a, e, c). Then, A is not transitive.

Example 2.6. Let A = {a, b, c, d, 1} and → be defined as follows:

→ a b c d 1
a 1 1 c c 1
b 1 1 d d 1
c a a 1 1 1
d b b 1 1 1
1 a b c d 1

.

The algebra A = (A,→, 1) verifies (Re), (M), (L), (GE), (B). It does not
verify (An) for x = a, y = b; (Ex) for x = a, y = b, z = c. Thus A is a tGE
algebra which is not a pre-BCK algebra.

Following [7], a pi-RML algebra (respectively: pi-BE, pi-aBE, pi-pre-
BCC, pi-pre-BCK, pi-BCC, pi-BCK algebra) is a RML algebra (respec-
tively: BE, aBE, pre-BCC, pre-BCK, BCC, BCK algebra) verifying (pi).
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Denote by pi-RML, pi-BE, pi-aBE, pi-pre-BCC, pi-pre-BCK, pi-
BCC, pi-BCK the classes of pi-RML, pi-BE, pi-aBE, pi-pre-BCC, pi-pre-
BCK, pi-BCC, pi-BCK algebras, respectively.

Proposition 2.7. Let A = (A,→, 1) be an algebra of type (2, 0). Then
the following hold:

(i) (Re) + (pi) imply (L),

(ii) (Ex) + (pi) imply (GE).

Proof: (i) It follows immediately from Proposition 6.4 (ii) of [7].
(ii) Let x, y, z ∈ A. We obtain

x → (y → z)
(pi)
= x → [x → (y → z)]

(Ex)
= x → [y → (x → z)].

Thus (GE) holds.

By Propositions 2.4 and 2.7 (i), we have

Corollary 2.8. Any GE algebra is a pi-RML algebra.

By Proposition 2.7 (ii), we get

Corollary 2.9. Any pi-BE algebra is a GE algebra.

Remark 2.10. By Corollaries 2.8 and 2.9, pi-BE ⊂ GE ⊂ pi-RML. Ob-
serve that these inclusions are proper. Indeed, the algebra given in Example
2.5 is a GE algebra not satisfying (Ex). The algebra from Example 10.1 of
[8] is a pi-RML algebra that is not a GE algebra.

The interrelationships between the classes of algebras mentioned before
are visualized in Figure 1. (An arrow indicates proper inclusion, that is, if
X and Y are classes of algebras, then X −→Y means X⊂Y.)

In [17], S. Tanaka introduced the notion of commutativity in the theory of
BCK algebras. A BCK algebra A = (A,→, 1) is called commutative if, for
all x, y ∈ A,

(Com) (x → y) → y = (y → x) → x.

H. Yutani [22] proved that the class of commutative BCK algebras is
equationally definable. A. Walendziak [18] showed that any commutative
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Figure 1.

BE algebra is a BCK algebra. The property of commutativity for other
generalizations of BCK algebras was investigated in [20].

As in the case of BCK algebras, we define:

Definition 2.11. A RML algebra A = (A,→, 1) is called commutative if
it satisfies (Com).

Denote by com-RML the class of commutative RML algebras. Simi-
larly, if X is a subclass of the class RML, then com–X denotes the class
of all commutative algebras belonging to X.

Remark 2.12. Since every commutative BE algebra is a BCK algebra, we
have com-BE = com-BCK. Moreover, following [20], we obtain
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com-BE = com-pre-BCC = com-pre-BCK = com-BCC = com-
BCK.

As a preparation for the next results we need the following

Lemma 2.13. ([20], Proposition 3.3) Let A = (A,→, 1) be an algebra of
type (2, 0) verifying (M) and (Com). Then A verifies (An).

Remark 2.14. Note that commutative GE algebras were introduced and
studied in [2].

3. On GE and transitive GE algebras

First we present the following

Proposition 3.1. Let A = (A,→, 1) be an algebra of type (2, 0). Then
the following hold:

(i) (K) + (GE) imply (C),

(ii) (Re) + (GE) + (L) imply (D) and (K),

(iii) (GE) + (K) + (An) imply (Ex),

(iv) (C) + (D) + (M) + (Tr) imply (**).

Proof: (i) Let x, y, z ∈ A. We have [x → (y → z)] → [y → (x → z)]
(GE)
=

[x → (y → z)] → [y → (x → (y → z))]
(K)
= 1, that is, (C) holds in A.

(ii) Let x, y ∈ A. We obtain

y → [(y → x) → x]
(GE)
= y → [(y → x) → (y → x)]

(Re)
= y → 1

(L)
= 1,

that is, (D) holds in A.
Now, applying (GE), (Re) and (L), we get x → (y → x) = x → [y →

(x → x)] = 1, that is, (K) holds in A.
(iii) It follows from above (i) and Lemma 2.1 (iv).
(iv) Let x, y, z ∈ A and y ≤ z. By (D), z ≤ (z → x) → x. Applying

(Tr), we get y ≤ (z → x) → x. From (C) it follows that

1 = y → [(z → x) → x] ≤ (z → x) → (y → x).

Hence, by (M), (z → x) → (y → x) = 1. Therefore z → x ≤ y → x, thus
(**) holds in A.
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From Propositions 2.4, 2.7 (i) and 3.1 (i), (ii) we have

Corollary 3.2. Any GE algebra satisfies (pi), (L), (C), (D) and (K).

Corollary 3.3. In GE algebras, we have

(Tr) ⇐⇒ (**).

Proof: Let A be a GE algebra verifying (Tr). By Proposition 3.1 (iv), A
verifies (**). The converse follows from Lemma 2.1 (iii).

Remark 3.4. Applying Proposition 3.1 (iii), we have aGE ⊆ pi-aBE. Since
pi-BE ⊂ GE, see Remark 2.9, we get pi-aBE ⊆ aGE. Consequently, pi-
aBE = aGE.

Since (M) + (B) imply (Re), see Lemma 2.1 (i), we obtain

Proposition 3.5. An algebra A = (A,→, 1) of type (2, 0) is a transitive
GE algebra if and only if it satisfies (M), (GE), (B).

Now we consider the following properties; they are the most important
properties satisfied by a Hilbert algebra:

(p-1) x → (y → z) ≤ (x → y) → (x → z),

(p-2) (x → y) → (x → z) ≤ x → (y → z),

(pimpl) x → (y → z) = (x → y) → (x → z).

Remark 3.6. It is easy to see that (p-1) + (p-2) + (An) imply (pimpl).

Proposition 3.7. Let A = (A,→, 1) be an algebra of type (2, 0). Then
the following hold:

(i) (pi) + (pimpl) imply (GE),

(ii) (Re) + (M) + (pimpl) imply (pi),

(iii) (Re) + (M) + (pimpl) imply (GE),

(iv) (M) + (C) + (B) +(pi) imply (p-1),

(v) (M) + (K) + (C) + (**) imply (p-2),
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(vi) (K) + (Tr) + (p-1) imply (B),

(vii) (M) + (L) + (p-1) imply (*).

Proof: (i) Let x, y, z ∈ A. We obtain

x → (y → z)
(pimpl)
= (x → y) → (x → z)
(pi)
= (x → y) → [x → (x → z)]

(pimpl)
= x → [y → (x → z)].

Thus (GE) holds.
(ii) Follows from Proposition 6.4 (iii) of [7].
(iii) Follows from above (i) and (ii).
(iv) By Lemma 2.1 (i) and (ii), A satisfies (Tr). Let x, y, z ∈ A. From

(C) it follows x → (y → z) ≤ y → (x → z). Applying (B) and (pi), we get
y → (x → z) ≤ (x → y) → [x → (x → z)] = (x → y) → (x → z). By (Tr),
x → (y → z) ≤ (x → y) → (x → z), that is, (p-1) holds.

(v) Let x, y, z ∈ A. By (K), y ≤ x → y, and hence, using (**), we
obtain

(x → y) → (x → z) ≤ y → (x → z). (3.1)

By (C),
y → (x → z) ≤ x → (y → z). (3.2)

Since A satisfies (M) and (**), from Lemma 2.1 (iii) we see that (Tr) holds
in A. Therefore, applying (3.1) and (3.2), we get (x → y) → (x → z) ≤
x → (y → z), that is, (p-2) holds.

(vi) Let x, y, z ∈ A. By (K) and (p-1), y → z ≤ x → (y → z) and
x → (y → z) ≤ (x → y) → (x → z). Then, from (Tr) we have y → z ≤
(x → y) → (x → z). Thus (B) holds.

(vii) Let x, y, z ∈ A and y → z = 1. Using (L) and (p-1), we get
1 = x → (y → z) ≤ (x → y) → (x → z). By (M), (x → y) → (x → z) = 1.
Therefore (*) holds.

Since (M) + (B) imply (**), see Lemma 2.1 (i), from Prposition 3.7
(iv), (v) we obtain

Corollary 3.8. Any transitive GE algebra verifies properties (p-1) and
(p-2).
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Proposition 3.9. In GE algebras, (p-1) =⇒ (p-2).

Proof: Let A be a GE algebra verifying (p-1). By Proposition 3.7 (vii),
A verifies (*). Therefore, (Tr) also holds, and hence A verifies (**), by
Proposition 3.1 (iv). Applying Proposition 3.7 (v), we get (p-2).

Theorem 3.10. In GE algebras, we have

(BB) ⇐⇒ (B) ⇐⇒ (p-1) ⇐⇒ (*).

Proof: By Lemma 2.1 (v), (BB) =⇒ (B), and, by Proposition 3.7 (iv),
(vii), we conclude that (B) =⇒ (p-1) and (p-1) =⇒ (*). Let A be a GE
algebra with (*). Let x, y, z ∈ A. From (C) we see that x → [(y → z) →
z] ≤ (y → z) → (x → z), and hence

(x → y) → [x → ((y → z) → z)] ≤ (x → y) → [(y → z) → (x → z)]

by (*). Observe that

(x → y) → [x → ((y → z) → z)] = 1. (3.3)

Indeed, from (D) we conclude that y ≤ (y → z) → z. Applying (*), we
obtain (3.3). Therefore, x → y ≤ (y → z) → (x → z), that is, (BB)
holds.

Corollary 3.11. An algebra A = (A,→, 1) of type (2, 0) is a transitive
GE algebra if and only if A verifies (Re), (M), (GE) and (p-1).

Corollary 3.12. Any transitive GE algebra verifies (B), (BB), (*), (**),
(Tr), (p-1), (p-2).

4. Implicative and positive implicative GE algebras

The well-known implicative and positive implicative BCK algebras were
introduced by K. Iséki and S. Tanaka [10].

Let A = (A,→, 1) be an algebra of type (2, 0). We first consider the
following property:

(im) (x → y) → x = x.
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Proposition 4.1. Let A = (A,→, 1) be an algebra of type (2, 0). Then:

(i) (Re) + (im) imply (M),

(ii) (M) + (im) imply (L),

(iii) (im) implies (pi),

(iv) (Re) + (pimpl) imply (L) and (B),

(v) (Re) + (M) + (pimpl) + (An) imply (Ex).

Proof: (i)–(iii) follow from Proposition 3.5 of [19].
(iv) and (v) follow from Propositions 6.4, 6.9 and Theorem 6.16 of [7].

Similarly as in the case of BCK algebras, we say that a RML algebra (in
particular, a GE algebra) A = (A,→, 1) is implicative if it satisfies (im).

A positive implicative RML algebra ([7]), or a pimpl-RML algebra for
short, is a RML algebra verifying (pimpl).

Remark 4.2. Note that from Theorem 8 of [10] it follows that for BCK alge-
bras, (pimpl) and (pi) are equivalent. By Theorem 9 of [10], a commutative
BCK algebra is implicative if and only if it is positive implicative.

Denote by im-RML and pimpl-RML the classes of implicative and
positive implicative RML algebras, respectively; similarly for subclasses of
the class of all RML algebras.

It is easy to check that the algebra from Example 2.6 is an implicative
tGE algebra. However, the algebra given in Example 2.5 is not implicative,
since (b → a) → b = 1 ̸= b.

Example 4.3. Consider the set A = {a, b, c, d, 1} with the following table
of →:

→ a b c d 1
a 1 b b 1 1
b a 1 1 a 1
c a 1 1 a 1
d 1 c c 1 1
1 a b c d 1

.

The algebra A = (A,→, 1) verifies (Re), (M), (L), (GE) (hence (C), (D),
(K), (pi)), (B) (hence (*), (**), (Tr)) and (pimpl). It does not verify (An)
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for b, c; (Ex) for a, d, b; (im) for c, a. Thus A is a pimpl-tGE algebra which
is not implicative.

Remark 4.4. Any implicative RML and pimpl-RML algebra is a pi-RML
algebra by Propositions 4.1 (iii) and 3.7 (ii).

We recall the following definitions:

Definition 4.5. Let A = (A,→, 1) be an algebra of type (2, 0).

8. A is a Hilbert algebra ([5]) if it verifies (An), (K) and (p-1).

9. A is a generalized Hilbert algebra (GH-algebra for short) if it verifies
(Re), (M), (Ex) and (pimpl).

10. A is a Tarski algebra ([11])if it verifies (Re), (M), (pimpl) and (Com).

11. A is a generalized Tarski algebra (GT-algebra for short) if it verifies
(Re), (M) and (pimpl).

Denote by H, GH, T and GT the classes of Hilbert algebras, GH-
algebras, Tarski algebras and GT-algebras, respectively.

Remark 4.6. Hilbert algebras were introduced in 1950, in a dual form, by
L. Henkin [6], under the name “implicative model”. A. Monteiro has given
the name “Hilbert algebras” to the dual algebras of Henkin’s implicative
models (see [6, 2]). In [5], A. Diego proved that the class of all Hilbert
algebras is a variety. From Remarks 6.18 and 6.19 of [7] and Remark 3.4
we conclude that

pimpl-BCC = pimpl-BCK
= pi-BCK
= pimpl-aBE
= pimpl-aGE
= H.

Proposition 4.7 ([7], Corollary 6.17). Any algebra (A,→, 1) verifying
(Re), (M), (An) and (pimpl) is a Hilbert algebra.

Remark 4.8. By definition, generalized Hilbert algebras coincide with pos-
itive implicative BE algebras, that is, pimpl-BE = GH. Note that a self-
distributive BE algebra (see [12]) is in fact our pimpl-BE algebra. By
Remark 6.19 of [7], pimpl-BE = pimpl-pre-BCK (= GH).
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Remark 4.9. Note that GT-algebras were introduced and studied in [13].
Since (Re) + (pimpl) imply (L) and (B), see Proposition 4.1 (iv), we have
GT = pimpl-RML = pimpl-pre-BCC. By Proposition 3.7 (iii), GT =
pimpl-GE = pimpl-tGE.

Remark 4.10. A Tarski algebra is in fact a commutative GT-algebra. By
Lemma 2.13, a Tarski algebra verifies (An), hence, by Proposition 4.7, it
is a Hilbert algebra. Therefore, Tarski algebras coincide with commutative
Hilbert algebras, and with commutative GE algebras by Theorem 3.9 of [2].
Thus T = com-GT = com-GE = com-H, where com-GT, com-GE
and com-H denote commutative GT, commutative GE and commutative
Hilbert algebras, respectively.

By above remarks, we obtain that

T = com-H
a)
⊂ H = pimpl-aBE

b)
⊂ GH =

pimpl-BE
c)
⊂ GT = pimpl-RML = pimpl-tGE

d)
⊂ GE.

These inclusions are proper; see Examples 3.10 [2], for a), 10.8 [8], for b);
4.3, for c); and finally, Example 2.5, for d).

By definition, we have

im-BCK ⊂ im-pre-BCK ⊂ im-tGE ⊂
im-pre-BCC ⊂ im-RML ⊂ pi-RML.

These inclusions are proper; see Examples 4.11, 2.6, 4.12, 4.13 and Example
10.1 of [8].

Example 4.11. Let A = {a, b, c, d, e, 1} and → be defined as follows:

→ a b c d e 1
a 1 1 e d e 1
b 1 1 d d d 1
c 1 1 1 1 1 1
d a b b 1 1 1
e a a a 1 1 1
1 a b c d e 1

It is easy to see that the properties (Re), (M), (L), (Ex), (B), (im) (hence
(pi)) are satisfied; (An) is not satisfied for (x, y) = (a, b), (pimpl) is not
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satisfied for (x, y, z) = (a, b, c), Therefore, (A,→, 1) is an implicative pre-
BCK algebra that is not positive implicative.

Example 4.12. Consider the set A = {a, b, c, d, e, 1} and the operation →
given by the following table:

→ a b c d e 1
a 1 1 e d e 1
b 1 1 c d d 1
c b b 1 1 1 1
d a b 1 1 1 1
e a a 1 1 1 1
1 a b c d e 1

We can observe that the properties (Re), (M), (L), (B) and (im) are satis-
fied. Hence, (A,→, 1) is an implicative pre-BCC algebra. It does not satisfy
(An) for (x, y) = (a, b); (Ex) and (GE) for (x, y, z) = (a, b, c); (pimpl) for
(x, y, z) = (a, b, e).

Example 4.13. ([19], Example 3.24) Let A = {a, b, c, d, 1} and → be defined
as follows:

→ a b c d 1
a 1 b b d 1
b a 1 a a 1
c 1 1 1 1 1
d a 1 1 1 1
1 a b c d 1

It is easy to see that the properties (Re), (M), (L) and (im) (hence (pi)) are
satisfied; (An) is not satisfied for (x, y) = (c, d), (GE), (Ex) and (pimpl)
are not satisfied for (x, y, z) = (b, a, d) , (Tr) is not satisfied for (x, y, z) =
(d, c, a). Therefore, (A,→, 1) is an implicative RML algebra (hence also a
pi-RML algebra) that is not a pre-BCC algebra.

Proposition 4.14 ([19], Proposition 3.14). Let A = (A,→, 1) be an alge-
bra verifying (Re), (D), (**) and (im). Then

y ≤ x =⇒ (x → y) → y ⩽ x (4.1)

for all x, y ∈ A.
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Theorem 4.15. If A = (A,→, 1) is an implicative GE algebra with (Tr),
then A satisfies the following condition:

(wCom) (x → y) → y ≤ (y → x) → x.

Proof: Let A be an implicative GE algebra verifying (Tr). By Proposition
4.14, A satisfies (4.1). Let x, y ∈ A. From (K) we have x ≤ (y → x) → x.
Applying (**) twice, we obtain

(x → y) → y ≤ (((y → x) → x) → y) → y. (4.2)

By (D), y ≤ (y → x) → x, and hence, using (4.1), we get

(((y → x) → x) → y) → y ≤ (y → x) → x. (4.3)

Since A satisfies (Tr), from inequalities (4.2) and (4.3) we have (wCom).

Proposition 4.16 ([23]). Implicative aBE algebras satisfy (Tr).

Proposition 4.17. Implicative aGE algebras concide with implicative aBE
algebras.

Proof: From Remark 3.4 it follows that pi-aBE = aGE. Since (im) im-
plies (pi), we have im-aBE = im-aGE.

Proposition 4.18. In GE algebras, we have

(im) + (An) ⇐⇒ (Com).

Proof: Let A = (A,→, 1) be a GE algebra. Assume that (im) and (An)
hold in A. By Propositions 4.16 and 4.17, A satisfies (Tr). From Theorem
4.15 we conclude that A is commutative.

Conversely, suppose that A satisfies (Com). By Lemma 2.13, (An)
is satisfied. To prove (im), let x, y ∈ A. We have ((x → y) → x) →
x

(Com)
= (x → (x → y)) → (x → y)

(pi)
= (x → y) → (x → y)

(Re)
= 1.

Then (x → y) → x ≤ x. Applying Proposition 3.1 (ii), we see that A
satisfies (K). Therefore, x ≤ (x → y) → x. Then, using (An), we obtain
x = (x → y) → x, that is, (im) holds in A.

Corollary 4.19. Let A be a GE algebra satisfying (An). Then the prop-
erty of implicativity is equivalent to the commutative property.

From Corollary 4.19 it follows that com-GE = im-aGE. Since T =
com-GE (see Remark 4.10), we have T = im-aGE. Hence we obtain
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t
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Figure 2.

Corollary 4.20. Any implicative aGE algebra is a Tarski algebra.

We draw now the interrelationships between some classes of implicative
and positive implicative algebras mentioned before (see Figure 2).
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Abstract

It is well known that there is a correspondence between sets and complete, atomic

Boolean algebras (CABAs) taking a set to its power-set and, conversely, a com-

plete, atomic Boolean algebra to its set of atomic elements. Of course, such a

correspondence induces an equivalence between the opposite category of Set and

the category of CABAs.

We modify this result by taking multialgebras over a signature Σ, specifically

those whose non-deterministic operations cannot return the empty-set, to CABAs

with their zero element removed (which we call a bottomless Boolean algebra)

equipped with a structure of Σ-algebra compatible with its order (that we call

ord-algebras). Conversely, an ord-algebra over Σ is taken to its set of atomic

elements equipped with a structure of multialgebra over Σ. This leads to an

equivalence between the category of Σ-multialgebras and the category of ord-

algebras over Σ.

The intuition, here, is that if one wishes to do so, non-determinism may be

replaced by a sufficiently rich ordering of the underlying structures.
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its power-set, while a CABA is taken to its set of atomic elements. These
two assignments can be made into functors, giving rise to an equivalence
of Setop and CABA, the category with CABAs as objects.

This is part of a broader area of study, known as Stone dualities, which
studies relationships between posets and topological spaces and was estab-
lished by Stone ([22]) and his representation theorem, which states that
every Boolean algebra is isomorphic to a field of sets, specifically the alge-
bra of clopen sets of its Stone space (a topological space where points are
ultrafilters of the original Boolean algebra). Of course, this corresponds to
an equivalence between the category BA of Boolean algebras and that of
Stone spaces.

In the search of further such equivalences, we focus on a more concrete
one, associated to the one between Setop and CABA in the sense that:
we look at an enriched category of sets on one side, namely a category of
multialgebras (multialgebras having been originally introduced by Marty
in [15] through the notion of hypergroups) over a signature Σ, obtained
by adding multioperations to Set; and on the other side, at a category
attained by equipping the objects of CABA with Σ-operations compatible
with their orders. And reaching such an equivalence using the aforemen-
tioned most general definition of multialgebras on one side, and CABAs on
the other, is possible: indeed, we do so briefly on Section 5 as a corollary
of other of our results. But we choose to focus most of our efforts instead
on slightly distinct categories: we are most interested in non-partial mul-
tialgebras, where the result of an operation never returns the empty set.
Consequently, we exchange CABAs for posets corresponding to power-sets
with the empty-set removed (that is, CABAs without minimum elements,
that we call bottomless Boolean algebras). This way, a multialgebra, with
universe A, is taken to an algebra over the set of non-empty subsets of
A, with order given by inclusion and operations given by “accumulating”
the operations of the multialgebra, while conversely, a bottomless Boolean
algebras is taken to its set of atomic elements, transformed into a multial-
gebra.

In the area of research of non-deterministic semantics ([2]), specially
paraconsistent logics ([7]), this offers an alternative: many logicians are re-
luctant to appeal to multialgebras in order to characterize a given logic, and
the equivalence we here present shows one can, if one chooses to, replace
such non-deterministic structures with more classically-behaved algebras,
with an added underlying order. Furthermore, using bottomless Boolean
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algebras follows a trend: in logic, we are used to considering ordered alge-
braic structures without bottoms; for instance, implicative lattices, which
are bottomless Heyting algebras. The use of bottomless Boolean algebras
feels then justified because the definition of the functor between the cat-
egories is much simpler and seems to better correspond to the intuition
found in using non-deterministic semantics.

This paper is organized as follows: In the first section, we give the
definition of multialgebras we will use and introduce a brief characterization
of power-sets without the empty-set. In the second section, we introduce a
naive approach to what we would like to accomplish, and show why it fails.
In the third section, we introduce the categories for which our desired result
actually holds and the functors that will establish an equivalence between
them, which we detail in section four. The final section is reserved for
related results.

Preliminary versions of this paper can be found in the PhD thesis [23]
and in the preprint [11].

1. Preliminary notions

A signature is a collection Σ = {Σn}n∈N of possibly empty, disjoint sets
indexed by the natural numbers; when there is no risk of confusion, the
union

⋃
n∈N Σn will also be denoted by Σ.

A Σ−multialgebra (also known as multialgebra) is a pair A =
(A, {σA}σ∈Σ) such that: A is a non-empty set and, for σ ∈ Σn, σA is
a function of the form

σA : An → P(A) \ {∅},

where P(A) denotes the power-set of A. If σA(⃗a) is a singleton for every
σA and a⃗ ∈ An, then A is said to be deterministic, and can be identified
with a standard algebra.

A homomorphism between Σ−multialgebras A = (A, {σA}σ∈Σ) and
B = (B, {σB}σ∈Σ) is a function h : A → B satisfying, for any n ∈ N,
σ ∈ Σn and a1, . . . , an ∈ A,

{h(a) : a ∈ σA(a1, . . . , an)} ⊆ σB(h(a1), . . . , h(an)).

If the inclusion, in the previous equation, were to be replaced by an equal-
ity, the resulting h would be a full homomorphism; and a bijective full
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homomorphism is called an isomorphism. Whenever h is a homomorphism
from A to B, we write h : A → B. If both A and B are deterministic, then
h can be identified with a standard homomorphism between algebras.

1.1. Related approaches

Stone-like dualities in particular, and related categorial equivalences in gen-
eral, are a fertile ground for new results since their conception. Given mul-
tialgebras, at least when conceived as relational structures, have permeated
mathematics for a long time, it is natural that both concepts have in a way
or another interacted in the past.

The simple idea of taking a multialgebra (or a relational structure if one
wishes to be more general) and, from that multialgebra, constructing an
ordered algebra goes back at least to Dresher and Ore [13]: the constructed
algebra is usually referred to as a power algebra, complex, or global algebra.
An interesting analysis of this construction is found in Brink [5], which
however deals mostly with the broader notion of a relational algebra instead
of multialgebras per se; a, less studied, alternative to ordered algebras,
which attempt to capture inclusion, are the ε-algebras of [8], that in turn
try to codify those properties of membership.

One can, however, also find examples of the procedure from which one
obtains the power algebra from a multialgebra being applied to the multial-
gebras we are more interested in, the non-partial ones. Pickett [20], Bruck
[6], Walicki and Meldal [25], and Breaz and Pelea [19] do precisely that,
although Pickett and Bruck appear to be more preoccupied with the ap-
plications of this notion to multigroups and, respectively, multiquasigroups
and multigrupoids.

And, despite the fact we use the same construction, not only none of
the aforementioned papers delve in the study of Stone-dualities or any re-
lated categorical equivalences, they use markedly different definitions of
homomorphisms (except Walicki and Meldal, that use no definition of ho-
momorphism as their work is mostly devoted to generalizing identities to
the context of multialgebras): more specifically, they use what some logi-
cians call in today’s literature full homomorphisms (see [7]); that is not
unexpected, since that definition is very appropriate when dealing with the
theories of multigroups and hyperrings, but not when dealing with Nma-
trices.
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Bošnjak and Madarász [4] also use power algebras of non-partial multi-
algebras, as long as one considers the obvious connection between the latter
and multigraphs, see [9] for a definition of this generalization of graphs (and
its applications to logic), and [10] for a few constructions of multialgebras
from multigraphs.

In one of the first papers dealing with multialgebras and duality, Han-
soul achieves in [14] results very similar to those we wish to obtain, but
for different multialgebras: specifically, he uses what some call nowadays
partial multialgebras, which are full relational structures; in other words,
the result of a multioperation may equal the empty set, and that makes
his analysis necessarily very different from ours, non-partial multialgebras
being preferred as semantics for non-classical logics (see [2] for the first
discussion on the use of non-partial multialgebras as semantic objects, and
[3] for the first discussion on the use of partial multialgebras). Nolan, in
his thesis ([18]), obtains more general results than Hansoul, taking into his
analysis both ordered algebras and Boolean algebras with operators, but
also restricts himself to partial multialgebras, giving again preference to
full homomorphisms.

To summarize, although the construction leading to power algebras, and
multialgebras have interacted before, this was done for the sake of these al-
gebraic structures themselves, or for applications within the realm of pure
mathematics, such as in the theory of hypergroups. The difference here lies
in the very basic structures we aim to deal with: we are using non-partial
multialgebras (that we take the liberty of addressing simply by multialge-
bras from here forward), together with a weak notion of homomorphism
that, although not specially useful for the study of, e.g., hypergroups, is
the standard when applying multialgebras to logics. And these profound
differences in the category to be analyzed lead to equally profound differ-
ences on how the method of producing power algebras behaves, suggesting
the use of what we chose to call bottomless Boolean algebras, as we now
set out to define.

1.2. Bottomless Boolean algebras

Here, we will understand Boolean algebras mostly as partially-ordered sets
(poset). A pair (A,≤) is a Boolean algebra if: ≤ is reflexive, anti-symmetric
and transitive; there are a maximum (denoted by 1) and a minimum (0),
which we shall assume distinct; for every pair of elements (a, b) ∈ A2, the
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set {a, b} has a supremum, denoted by sup{a, b} or a ∨ b, and an infimum,
denoted by inf{a, b} or a∧b; and every element a has a complement b which
satisfies

b = min{c ∈ A : sup{a, c} = 1}

and
b = max{c ∈ A : inf{a, c} = 0}.

A Boolean algebra (A,≤) is said to be complete if every S ⊆ A has a
supremum.

Lemma 1.1. (i) Every Boolean algebra (A,≤) is distributive, meaning

sup{a, inf{b, c}} = inf{sup{a, b}, sup{a, c}}

and
inf{a, sup{b, c}} = sup{inf{a, b}, inf{a, c}},

for any a, b, c ∈ A;
(ii) every complete Boolean algebra (A,≤) is infinite distributive, mean-

ing that for any S ∪ {a} ⊆ A, sup{inf{a, s} : s ∈ S} = inf{a, supS} and
inf{sup{a, s} : s ∈ S} = sup{a, inf S}.

An element a of a Boolean algebra (A,≤) is said to be an atom if it is
minimal in A \ {0} according to ≤, which means that if b ≤ a, then either
b = 0 or b = a. The set of all the atoms d such that d ≤ a will be denoted
by Aa. Finally, a Boolean algebra is said to be atomic if, for every one of
its elements a, a = supAa.

Notice that complete, atomic Boolean algebras are power-sets, at least
up to an equivalence (of categories). In one direction, this equivalence takes
a Boolean algebra A = (A,≤) to the power-set P(A1) of the set A1 of all
its atoms, an element a ∈ A\{0} being mapped (by the associated natural
isomorphisms of the equivalence) to Aa, and 0 to ∅. Conversely, a set X
its taken by this equivalence to the complete, atomic Boolean algebra that
is the power-set of X, P(X). For more information, look at Theorem 2.4
of [24].

We would like to work with Boolean algebras that are, simultaneously,
complete, atomic and bottomless, meaning they lack a bottom element: this
seems a contradiction, given we assume Boolean algebras to have bottom
elements, but it can be adequately formalized.
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Definition 1.2. Given a non-empty partially ordered set A = (A,≤A),
we define A0 as the partially ordered set

(A ∪ {0},≤A0
),

where we assume 0 /∈ A, such that a ≤A0
b if and only if:

(i) either a ≤A b;
(ii) or a = 0.

Definition 1.3. A non-empty partially ordered set A is a bottomless
Boolean algebra whenever A0 is a Boolean algebra; if A0 is a complete
or atomic, A is also said to be complete or atomic, respectively.

Notice that, since P(∅) only has ∅ as element, for any complete, atomic
and bottomless Boolean algebra A we cannot have A0 = P(∅), given A
has at least one element and therefore A0 must have at least two. This
means complete, atomic and bottomless Boolean algebras correspond to
the power-set of non-empty sets with ∅ removed.

Definition 1.4. A partially ordered set (A,≤) with maximum 1 is called
semi-complemented when for every a ∈ A \ {1} there exists b ∈ A, named
a complement of a, such that

b = min{c ∈ A : sup{a, c} = 1}

and
b = max{c ∈ A : inf{a, c} does not exist}.

Theorem 1.5. Consider the following properties a partially ordered set
A = (A,≤) may have.

(i) It has a maximum element 1.
(ii) (A,≤) is semi-complemented.
(iii) All subsets with two elements {a, b} of A have a supremum.
(iii)∗ All non-empty subsets S of A have a supremum.
(iv) Denoting by Aa the set of minimal elements smaller than a, a =

supAa.
If A satisfies (i), (ii) and (iii), it is a bottomless Boolean algebra; if A

satisfies (i), (ii) and (iii)∗, it is a complete bottomless Boolean algebra; and
if it satisfies (i), (ii), (iii)∗ and (iv), it is an atomic, complete Bottomless
Boolean algebra.
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Proof: Suppose that A = (A,≤A) is a partially ordered set satisfying
(i), (ii) and (iii). Since A is a partially ordered set, so is A0 from Defini-
tion 1.2. The maximum 1 of A remains a maximum in A0, while 0 becomes
a minimum. For non-zero elements a and b, the supremum in A0 of {a, b}
remains the same as in A, while if a = 0 or b = 0 the supremum is simply
the largest of the two.

If a or b are equal to 0, the infimum is 0, while if a, b ∈ A there are two
cases to consider: if inf{a, b} was defined in A, it remains the same in A0.
If the infimum was not defined in A, it must be 0 in A0: indeed, inf{a, b}
certainly exists in A0, given that is a Boolean algebra; and if it is not 0, it
is in A, being an infimum in this poset as well.

Every element a ∈ A\{1} already has a complement b inA such that b =
min{c ∈ A : sup{a, c} = 1} and b = max{c ∈ A : inf{a, c} does not exist}.
Of course the first equality keeps on holding in A0, while the second be-
comes, remembering that the non-defined infima in A become 0 in A0,

b = max{c ∈ A : inf{a, c} = 0};

the complement of 1 is clearly 0 and vice-versa. This proves that A0 is a
Boolean algebra, and so A is a bottomless Boolean algebra.

Suppose now A satisfies instead (i), (ii) and (iii)∗: since (iii)∗ implies
(iii), it is clear that A is a bottomless Boolean algebra; and, since A is now
closed under the suprema of any non-empty sets, and sup ∅ = 0 in A0, it
is clear that A0 is closed under any suprema.

Finally, ifA satisfies (i), (ii), (iii)∗ and (iv), it is to begin with a complete
bottomless Boolean algebra; furthermore, clearly A0 remains atomic, since
A is atomic, what completes the proof that the previous list of conditions
imply A is a complete, atomic and bottomless Boolean algebra.

Theorem 1.6. The converses of Theorem 1.5 hold, meaning that: a bot-
tomless Boolean algebra satisfies conditions (i), (ii) and (iii); a complete
bottomless Boolean algebra satisfies conditions (i), (ii) and (iii)∗; and an
atomic, complete bottomless Boolean algebra satisfies conditions (i), (ii),
(iii)∗ and (iv).

Proof: Given a partially ordered set A, suppose A0 is a Boolean algebra.
(i) The maximum 1 of A0 is still a maximum in A.
(ii) Given any element a ̸= 1, its complement b in A0 ends up being

also its complement in A. Clearly
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b = min{c ∈ A : sup{a, c} = 1}.

Now, inf{a, c} does not exist in A if, and only if, inf{a, c} = 0 in A0: we
already proved that if inf{a, c} does not exist in A then inf{a, c} = 0 in
A0, remaining to show the converse; if the infimum of a and c existed in
A, it would equal 0 in A0 given the unicity of the infimum, contradicting
that 0 is not in A. This way, we find that in A

b = max{c ∈ A : inf{a, c} does not exist},

as required.
(iii) The supremum of any set {a, b} of cardinality 2 in A is just its

supremum in A0.
Suppose now A0 is a complete Boolean algebra.
(iii)

∗
Then the supremum of any non-empty set in A is its supremum

in A0.
Finally, let A0 now be an atomic, complete Boolean algebra.
(iv) Clearly A0 being atomic implies A being atomic.

Proposition 1.7. If (A,≤A) is a complete, atomic and bottomless Boolean
algebra, for any S ⊆ A, if

Sa = {s ∈ S : inf{a, s} exists} ≠ ∅,

then
sup{inf{a, s} : s ∈ Sa} = inf{a, supS};

if Sa = ∅, inf{a, supS} also does not exist.

Proof: If Sa = ∅, this means that inf{a, s} = 0 for every s ∈ S in A0,
and therefore inf{a, supS} = 0, so that the same infimum no longer exists
in A.

If Sa ̸= ∅, all infima and suprema in sup{inf{a, s} : s ∈ Sa} and
inf{a, supS} exist in A and are therefore equal to their counterparts in
A0; given sup{inf{a, s} : s ∈ Sa} = sup{inf{a, s} : s ∈ S} in A0, since
s ∈ S \ Sa implies inf{a, s} = 0, by the infinite-distributivity of A0 one
proves the desired result.

The lesson to be taken from this short exposition is that a complete,
atomic and bottomless Boolean algebra is a power-set (of a non-empty
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set) with the empty-set removed. This will be important to us given our
multialgebras cannot return the empty-set as the result of an operation.

1.3. Tarski algebras and classical implicative lattices

Now, the use of bottomless Boolean algebras may seem an odd choice of
structures to take into consideration, given their proximity to Boolean al-
gebras, but there are two important reasons for that choice. First of all,
they are very natural when considering the multialgebras, as well as the ho-
momorphisms, typically found when studying non-deterministic semantics.
Second, this choice is not as odd as it may appear at first when considering
the vast diversity of algebraic structures that are required when dealing
with algebraic logic.

We then make a brief comparison of bottomless Boolean algebras with
two varieties of algebras, Tarski algebras and classical implicative lattices,
both designed to capture the behavior of some negation-free fragment of
classical logic: this likeness follows from the fact that, by ignoring the
empty-set, we are also, in a sense, considering a positive fragment of some-
thing when defining bottomless Boolean algebras. We start with Tarski
algebras. In the 1960s, J. Abbott [1] and A. Monteiro [16], with the aim
of capturing the implicational fragment of classical logic, independently
introduced and studied a class of implication algebras related to Boolean
algebras. The latter called them Tarski algebras in lectures delivered at
Universidad Nacional del Sur (cf. [17]), while the former called them impli-
cational algebras. These algebraic structures have only a binary connective
→ and satisfy the following axioms (we use infix notation).

(i) (x → y) → x = x;
(ii) x → (y → z) = y → (x → z);
(iii) (x → y) → y = (y → x) → x.
Considering our previous commentary, the following result is perhaps

not entirely surprising.

Theorem 1.8. Given a bottomless Boolean algebra A = (A,≤), define

a → b =

{
sup{c, b} if a ̸= 1, where c is the complement of a;

b if a = 1.

Then A, equipped with →, is a Tarski algebra.
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Proof: Although this can be brute-forced, it is easier to see that a → b is
just the implication of the Boolean algebra A0, restricted to its non-zero
elements: indeed, if a ̸= 1, and c is the complement of a, c = ¬a and
sup{c, b} = ¬c ∨ b; if a = 1, ¬a = 0, and b = 0 ∨ b = ¬1 ∨ b. Notice that
¬a ∨ b can never be 0, if b ̸= 0.

As every Boolean algebra is a Taski algebra, we are done.

Example 1.9. Consider A = {a, b, c, 1} and the following table for an im-
plication on A that gives us a structure A.

→ a b c 1
a 1 b c 1
b a 1 c 1
c a b 1 1
1 a b c 1

This structure can be shown to be a Tarski algebra, but is not a bottomless
Boolean algebra: if it were, A0 would be a Boolean algebra with 5 elements,
what is impossible.

We can show even more: the structure in Example 1.9 is not a classical
implicative lattice either. To better explain what that means, a classical
implicative lattice, introduced in [12], is an algebra on the signature with
symbols ∨, ∧ and → of arity 2, and 1 of arity 0, such that ∨, ∧ and 1 make
of the structure a lattice with top element 1 (and the usual order, where
x ≤ y iff x ∨ y = y), and the following axioms are satisfied:

(i) x ∧ y ≤ z iff y ≤ x → z;
(ii) (x → y) → x = x.
As Tarski algebras attempt to capture the implicative fragment of clas-

sical propositional logic, classical implicative lattices attempt to capture
the positive fragment of the same logic. It is relatively easy to see ([21] be-
ing a possibility) that all classical implicative lattices are Tarski algebras.
Furthermore, as one can, in a finite classical implicative lattice, obtain
a bottom by taking the infimum of all elements, it is also true that all
non-trivial finite classical implicative lattices are Boolean algebras.1

1By non-trivial we mean with cardinality bigger than one: the only element of a one-
element classical implicative lattice is both a top and a bottom, what makes of the
one-element classical implicative lattice not a Boolean algebra; the situation changes
in a foreseeable way if one wishes to entertain the possibility of a one-element Boolean
algebra.
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Notice that the structure from Example 1.9 is not a classical implicative 
lattice because if → were the implication of a Boolean algebra, 0 → x would 
equal 1 for every x in A, what clearly is not true whether 0 equals a, b 
or c.

Now, it is obvious that any Boolean algebra, whether finite or infinite,
is a classical implicative lattice. As shown below, the reciprocal is not true.

Example 1.10. Take an infinite set X (say N), and define A(X) as the set
of subsets a of X such that ac is finite, where ac is the complement X \ a
of a: these are called the cofinite sets of X.

A(X) has an obvious order, such that a ≤ b iff a ⊆ b, and a maximal
element under this order, X itself. Then a ∨ b = a ∪ b is the supremum
of a and b (and is cofinite since |(a ∪ b)c| = |ac ∩ bc| ≤ |ac|, which is
finite), and a ∧ b = a ∩ b is the infimum of a and b (and is cofinite since
|(a∩b)c| = |ac∪bc| ≤ |ac|+ |bc|, which is finite since |ac| and |bc| are finite).

We then define a → b as ac∪b: this is cofinite since |(ac∪b)c| = |a∩bc| ≤
|bc|, which is finite given that b is cofinite.

(i) if a ∧ b ≤ c then a ∩ b ⊆ c and so

b ⊆ b ∪ ac = X ∩ (b ∪ ac) = (a ∪ ac) ∩ (b ∪ ac) = (a ∩ b) ∪ ac ⊆ c ∪ ac,

that is, b ≤ a → c. Conversely, b ≤ a → c implies that b ⊆ c∪ ac, hence

a ∩ b ⊆ a ∩ (c ∪ ac) = (a ∩ c) ∪ (a ∩ ac) = a ∩ c ⊆ c,

that is, a ∧ b ≤ c.
(ii) (a → b) → a equals

(ac ∪ b)c ∪ a = (a ∩ bc) ∪ a = (a ∪ a) ∩ (bc ∪ a) = a ∩ (bc ∪ a) = a.

So, we have proven A(X) is a classical implicative lattice. But it can-
not be a Boolean algebra: no element a of A(X) can be a bottom, since
removing a single element of X from a gives an element of A(X) strictly
smaller than a itself.

There is, however, a more involved, although also more natural, ex-
ample of a classical implicative lattice that is not a Boolean algebra: the
Lindenbaum-Tarski algebra of the positive fragment of classical logic in an
infinite number of variables. That is, in fact, the very reason why classical
implicative lattices were defined, to model the properties of these fragments.
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Finally, to completely characterize the relationship between Tarski,
Boolean and Bottomless Boolean algebras, and classical implicative lat-
tices, we just need to prove that no non-trivial Bottomless Boolean alge-
bra is a classical implicative lattice: of course, the one-element bottomless
Boolean algebra is also a classical implicative lattice. Suppose, then, that
the poset A = (A,≤) is a bottomless Boolean algebra, a classical implica-
tive lattice, and has more than one element in its domain, soA0 is a Boolean
algebra with at least four elements. There is, therefore, an element a in A0

that is neither 0 nor 1, and so is ¬a: both a and ¬a must then be in A,
and so must 0 = a ∧ ¬a since A is a classical implicative lattice. This is a
contradiction, given that A, as a bottomless Boolean algebra with at least
two elements, cannot have a bottom.

We therefore reach the characterization shown in Figure 1.

Classical 
Implicative Lattices

Boolean

Algebras

Non-trivial

Bottomless

Boolean

Algebras Tarski

Algebras

Figure 1. Several classes of Boolean-like algebras

2. A naive approach to an equivalence of categories

Consider the categories Alg(Σ) of Σ-algebras, with homomorphisms be-
tween Σ-algebras as morphisms, and MAlg(Σ) of Σ-multialgebras, with
homomorphisms between Σ-multialgebras as morphisms, and with compo-
sition of morphisms and identity morphisms as in Set.

For simplicity, denote the set of non-empty subsets of A, P(A) \ {∅},
by P∗(A). For a Σ-multialgebra A = (A, {σA}σ∈Σ), consider the Σ-
algebra P(A) = (P∗(A), {σP(A)}σ∈Σ) where, for a σ ∈ Σn and nonempty
A1, . . . , An ⊆ A,

σP(A)(A1, . . . , An) =
⋃

(a1,...,an)∈A1×···×An

σA(a1, . . . , an).
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Again, for simplicity, we may write the previous equation as
σP(A)(A1, . . . , An) =

⋃
{σA(a1, . . . , an) : ai ∈ Ai}. We also define, for A

and B two Σ-multialgebras, and a homomorphism h : A → B, the function
P(h) : P(A) → P(B) such that, for every ∅ ̸= A′ ⊆ A,

P(h)(A′) = {h(a) : a ∈ A′}.

One could hope that P(h) is actually a Σ-homomorphism, perhaps mak-
ing of P a functor from MAlg(Σ) to Alg(Σ), but the following result shows
this is usually not the case.

Lemma 2.1. For A and B two Σ-multialgebras and h : A → B a homo-
morphism, P(h) satisfies

P(h)(σP(A)(A1, . . . , An)) ⊆ σP(B)(P(h)(A1), . . . ,P(h)(An))

for all σ ∈ Σ and nonempty A1, . . . , An ⊆ A. If h is a full homomorphism,
P(h) is a homomorphism.

Proof: Given σ ∈ Σn and nonempty A1, . . . , An ⊆ A, we have that

σP(B)(P(h)(A1), . . . ,P(h)(An)) =
⋃

{σB(b1, . . . , bn) : bi ∈ P(h)(Ai)} =⋃
{σB(b1, . . . , bn) : bi ∈ {h(a) : a ∈ Ai}} =⋃

{σB(h(a1), . . . , h(an)) : ai ∈ Ai} ⊇⋃
{{h(a) : a ∈ σA(a1, . . . , an)} : ai ∈ Ai} =

{h(a) : a ∈
⋃

{σA(a1, . . . , an) : ai ∈ Ai}} =

{h(a) : a ∈ σP(A)(A1, . . . , An)} = P(h)(σP(A)(A1, . . . , An)),

so that P(h) satisfies the required property.
If h is a full homomorphism, σB(h(a1), . . . , h(an)) = {h(a) : a ∈

σA(a1, . . . , an)}, and the inclusions above become identities.

So, let us restrict P for a moment to the category MAlg=(Σ), of Σ-
multialgebras with only full homomorphisms between them as morphisms,
and let us call this new transformation P= : MAlg=(Σ) → Alg(Σ).
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Proposition 2.2. P= is a functor from MAlg=(Σ) to Alg(Σ).

Unfortunately, P= is not injective on objects: take the signature Σs

with a single unary operator s, and consider the Σs-multialgebras A =
({0, 1}, {sA}) and B = ({0, 1}, {sB}) such that: sA(0) = sA(1) = {1} and
sB(0) = sB(1) = {0, 1}.

0
sA // 1 sAdd 0

sB

!!
sB

$$
1

sB

__
sBdd

The Σs-multialgebra A The Σs-multialgebra B

Clearly the two of them are not isomorphic, given that the result of an
operation in A always has cardinality 1 and in B alway has cardinality 2.

However, we have that sP=(A)({0}) = sP=(A)({1}) = sP=(A)({0, 1}) =
{1}, while sP=(B)({0}) = sP=(A)({1}) = sP=(A)({0, 1}) = {0, 1}.

{0, 1}
sP∗(A)

""

{0}
sP∗(A)

// {1} sP∗(A)aa

{0, 1}

sP∗(B)

��

{0}

sP∗(B)
<<

{1}

sP∗(B)
bb

The Σs-algebra P=(A) The Σs-algebra P=(B)

Taking the function h : P∗(A) → P∗(B) such that h({0}) = {0},
h({1}) = {0, 1}, and h({0, 1}) = {1}, we see that it is a bijection and a
homomorphism, and therefore h : P=(A) → P=(B) is an isomorphism.

3. A solution: ord-algebras

The problem with our definition of P= is that it disregards the structure
of the universe of P(A). So, we change our target category to reflect this
structure.
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3.1. The category OAlg(Σ), and the functor P

Definition 3.1. Given a signature Σ, an ord-algebra over Σ is a triple
A = (A, {σA}σ∈Σ,≤A) such that:

(i) (A, {σA}σ∈Σ) is a Σ-algebra;
(ii) (A,≤A) is a complete, atomic and bottomless Boolean algebra;
(iii) if Aa is the set of minimal elements of (A,≤A) (atoms) less than

or equal to a, for all σ ∈ Σn and a1, . . . , an we have that

σA(a1, . . . , an) = sup{σA(b1, . . . , bn) : (b1, . . . , bn) ∈ Aa1
× · · · ×Aan

}.

Here, it should be clear that ord-algebras are a class of ordered algebras
that aim to capture precisely those properties of the power algebras of
those multialgebras which interest us: the non-partial ones. This shall be
formalized further ahead.

Proposition 3.2. Let A be an ord-algebra over Σ, σ ∈ Σn and a1 through
an, and b1through bn in A such that a1 ≤A b1, . . . , an ≤A bn. Then,
σA(a1, . . . , an) ≤A σA(b1, . . . , bn).

Proof: Since, for every i ∈ {1, . . . , n}, ai ≤A bi, we have that Aai
⊆ Abi ,

one concludes that Aa1
× · · · ×Aan

⊆ Ab1 × · · · ×Abn ; this way,

σA(a1, . . . , an) = sup{σA(c1, . . . , cn) : ci ∈ Aai
} ≤A

sup{σA(c1, . . . , cn) : ci ∈ Abi} = σA(b1, . . . , bn).

For a Σ-multialgebra A = (A, {σA}σ∈σ), we define P(A) as the ord-
algebra

(P∗(A), {σP(A)}σ∈Σ,≤P(A))

over Σ such that (P∗(A), {σP(A)}σ∈Σ) is exactly the Σ-algebra P(A) defined
at the beginning of Section 2 and, for nonempty subsets A1 and A2 of A,
A1 ≤P(A) A2 if and only if A1 ⊆ A2. Since:

(i) P(A) is a Σ-algebra;
(ii) (P∗(A),≤P(A)) is a complete, atomic and bottomless Boolean alge-

bra, given that P(A) is a complete, atomic Boolean algebra with at least
two elements;

(iii) and, for σ ∈ Σn and ∅ ̸= A1, . . . , An ⊆ A, since the atoms below
Ai are exactly AAi = {{a} : a ∈ Ai},
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σP(A)(A1, . . . , An) =
⋃

{σA(a1, . . . , an) : ai ∈ Ai} =⋃
{σP(A)({a1}, . . . , {an}) : {ai} ∈ AAi

};

we indeed have that P(A) is an ord-algebra over Σ.

Definition 3.3. Let A=(A, {σA}σ∈Σ,≤A) and B=(B, {σB}σ∈Σ,≤B) be
two ord-algebras over Σ. A function h : A → B is said to be a homomor-
phism of ord-algebras, in which case we write h : A → B, when:
(i) for all σ ∈ Σn and a1, . . . , an ∈ A we have that

h(σA(a1, . . . , an)) ≤B σB(h(a1), . . . , h(an));

(ii) h is continuous, meaning that, for every non-empty subset A′ ⊆ A,

h(supA′) = sup{h(a) : a ∈ A′};

(iii) h maps minimal elements of (A,≤A) to minimal elements of (B,≤B).

Notice that a homomorphism of ord-algebras is essentially an “almost Σ-
homomorphism” which is also continuous and minimal-elements-preserving.
Notice also that a homomorphism of ord-algebras is order preserving: if
a ≤A b, then b = sup{a, b}, and therefore h(b) = sup{h(a), h(b)}, meaning
that h(a) ≤B h(b).

Lemma 3.4. The composition of homomorphisms of ord-algebras returns a
homomorphism of ord-algebras.

Proof: Take ord-algebras A, B and C over Σ, and homomorphisms of
ord-algebras h : A → B and h′ : B → C.

(i) h′ ◦ h obviously is a function from A to C, so let σ ∈ Σn and
a1, . . . , an ∈ A: we have that, since both h′ and h are homomorphisms of
ord-algebras,

h′◦h(σA(a1, . . . , an)) = h′(h(σA(a1, . . . , an))) ≤C h′(σB(h(a1), . . . , h(an))),

because h′ is order-preserving and

h(σA(a1, . . . , an)) ≤B σB(h(a1), . . . , h(an));

and
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h′(σB(h(a1), . . . , h(an))) ≤C σC(h
′(h(a1)), . . . , h

′(h(an))) =

σC(h
′ ◦ h(a1), . . . , h′ ◦ h(an))

since h′ is an “almost homomorphism”.
(ii) Given a non-empty A′ ⊆ A, we have that h(supA′) = sup{h(a) :

a ∈ A′} and, denoting {h(a) : a ∈ A′} as B′, we have that h′(supB′) =
sup{h′(b) : b ∈ B′}; since supB′ = h(supA′), we obtain

h′ ◦ h(supA′) = sup{h′(b) : b ∈ B′} = sup{h′ ◦ h(a) : a ∈ A′},

which means that h′ ◦ h is continuous.
(iii) Finally, if a ∈ A is a minimal element, h(a) ∈ B is a minimal

element, since h preserves minimal elements, and for the same reason h′ ◦
h(a) = h′(h(a)) ∈ C remains a minimal element still, and from all of the
above h′ ◦ h is a homomorphism of ord-algebras.

Proposition 3.5. When we take as objects all ord-algebras over Σ and
as morphisms all the homomorphisms of ord-algebras between them, with
composition of morphisms and identity morphisms as in Set, the resulting
structure is a category, denoted by OAlg(Σ).

Theorem 3.6. The transformation taking a Σ-multialgebra A to P(A), and
a homomorphism h : A → B to the homomorphism P(h) : P(A) → P(B) of
ord-algebras such that, for every ∅ ̸= A′ ⊆ A,

P(h)(A′) = {h(a) : a ∈ A′},

is a functor, of the form P : MAlg(Σ) → OAlg(Σ).

Proof: First we must show that P(h) is, in fact, a homomorphism of ord-
algebras: given Lemma 2.1 and the fact that P(h) = P(h), we have that
P(h) satisfies the first condition for being a homomorphism of ord-algebras;
and, if ∅ ̸= A′′ is a subset of P(A), we have that

P(h)(supA′′) = {h(a) : a ∈ supA′′} = {h(a) : a ∈
⋃

A′′} =⋃
{{h(a) : a ∈ A′} : A′ ∈ A′′} =

⋃
{P(h)(A′) : A′ ∈ A′′} =

sup{P(h)(A′) : A′ ∈ A′′},
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what proves the satisfaction of the second condition; for the third condition,
we remember that the minimal elements of (P∗(A),⊆) are the singletons,
that is, sets of the form {a} with a ∈ A, and since P(h)({a}) = {h(a)},
P(h) preserves minimal elements.

If h : A → A is the identity idA of A, then

P(idA)(A′) = {idA(a) : a ∈ A′} = {a : a ∈ A′} = A′,

meaning P(idA) is again the identity. Finally, if h : A → B and h′ : B → C
are homomorphisms of multialgebras,

P(h′ ◦ h)(A′) = {h′ ◦ h(a) : a ∈ A′} =

{h′(b) : b ∈ P(h)(A′)} = P(h′) ◦ P(h)(A′),

and thus P is indeed a functor.

Here, we start to better understand the role played by power algebras:
if A is a multialgebra, P(A) is a certain power algebra of A; specifically,
the one presented conveniently as a bottomless Boolean algebra.

3.2. P may be seen as part of a monad

As is the case with the power-set functor, from Set to itself, we may see
P, or even P and P=, as being part of a monad, although some minor
modifications are necessary. So, consider the endofunctor P̃ : MAlg(Σ) →
MAlg(Σ) such that, for a Σ-multialgebra A = (A, {σA}σ∈Σ), P̃A is the
Σ-multialgebra with universe P∗(A) and operations given by

σP̃A(A1, . . . , An) = {{a} ∈ P∗(A) : a ∈
⋃

{σA(a1, . . . , an) : ai ∈ Ai}},

for σ an n-ary symbol and A1 through An non-empty subsets of A; and for
Σ-multialgebras A and B, a homomorphism h : A → B and a non-empty
A′ ⊆ A, P̃h : P̃A → P̃B satisfying P̃h(A′) = {h(a) : a ∈ A′} (we omit a
pair of parenthesis in this expression only for this section, given it is heavy
in compositions of functors). Notice that P̃A is almost the same as P(A),
with the difference that in the latter, operations return subsets of A, while
in the former they return sets of singletons of A, whose union is exactly
the result of the operation as performed in P(A).
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For the natural transformations to form a monad together with P̃, we
chose the obvious candidates: η : 1MAlg(Σ) → P̃ and ϵ : P̃ ◦ P̃ → P̃ given
by, for a Σ-multialgebra A, an element a of A and a non-empty collection
{Ai}i∈I of non-empty subsets of A, ηA(a) = {a} and ϵA({Ai}i∈I) =

⋃
{Ai :

i ∈ I}.

Proposition 3.7. For any Σ-multialgebra A, ηA and ϵA are homomor-
phisms.

Proposition 3.8. For any Σ-multialgebras A and B, and homomorphism
h : A → B, the identities P̃h ◦ ηA = ηB ◦ h and P̃h ◦ ϵA = ϵB ◦ P̃P̃h are
satisfied, meaning that η and ϵ are natural transformations.

Proof: Let a be an element of A. We have that P̃h ◦ ηA(a) = P̃h(ηA(a)),
and since ηA(a) = {a}, we have that P̃h ◦ ηA(a) = {h(a)}. Meanwhile,
ηB ◦ h(a) = ηA(h(a)) = {h(a)}, and as stated both expressions coincide.

Now, let {Ai}i∈I be an element of P̃P̃A, meaning it is a non-empty set
of non-empty subsets of A: P̃h◦ ϵA({Ai}i∈I) = P̃h(ϵA({Ai}i∈I)), and since
ϵA({Ai}i∈I) =

⋃
{Ai : i ∈ I}, the whole expression simplifies to {h(a) :

a ∈
⋃
{Ai : i ∈ I}}. In turn,

ϵB ◦ P̃P̃h({Ai}i∈I) = ϵB({{h(a) : a ∈ Ai} : i ∈ I}),

which is equal to⋃
{{h(a) : a ∈ Ai}i ∈ I} = {h(a) : a ∈

⋃
{Ai : i ∈ I}},

giving us the desired equality.

Theorem 3.9. The triple of P̃, η and ϵ forms a monad.

Proof: Let A be a Σ-multialgebra. We first must prove ϵ ◦ P̃ϵ = ϵ ◦ ϵP̃,
what amounts to ϵA ◦ P̃ϵA = ϵA ◦ ϵP̃A, as homomorphisms from P̃3A to P̃A.

So, let {{Aj
i}i∈I}j∈J be an element of P̃3A, where I and J are non-empty

sets of indexes and all Aj
i are non-empty subsets of A:

ϵA ◦ P̃ϵA({{Aj
i}i∈I}j∈J) = ϵA({ϵA({Aj

i : i ∈ I}) : j ∈ J}) =

ϵA({
⋃

{Aj
i : i ∈ I} : j ∈ J}),
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what equals
⋃
{
⋃
{Aj

i : i ∈ I} : j ∈ J}, while ϵA ◦ ϵP̃A({{A
j
i}i∈I}j∈J) =

ϵA(
⋃
{{Aj

i : j ∈ J}}i∈I) =
⋃
{
⋃
{Aj

i : j ∈ J} : i ∈ I}, and it is clear that
both sets are the same.

It remains to be proven ϵ ◦ P̃η = ϵ ◦ ηP̃ = 1P̃, meaning that ϵA ◦ ηP̃A =

ϵA ◦ P̃ηA, as homomorphisms from P̃A to P̃A, and this coincides with the
identity homomorphism on this multialgebra as well. So, we take a non-
empty subset A′ of A, and we have that ϵA ◦ ηP̃A(A

′) = ϵA({A′}) = A′,
while for the other expression one derives

ϵA ◦ PηA(A
′) = ϵA({ηA(a) : a ∈ A′}) = ϵA({{a} : a ∈ A′}) =⋃

{{a} : a ∈ A′} = A′,

what completes the proof.

3.3. Multialgebras of atoms

Given an ord-algebra A over Σ, take the set A((A,≤A)) of atoms of
(A,≤A), that is, the set of minimal elements of this partially ordered set
(equal to A1 as well). For a σ ∈ Σn and atoms a1, . . . , an ∈ A((A,≤A)),
we define

σA(A)(a1, . . . , an)={a ∈ A((A,≤A)) :a ≤A σA(a1, . . . , an)}=AσA(a1,...,an).

This way, (A((A,≤A)), {σA(A)}σ∈Σ) becomes a Σ-multialgebra, that we
will denote by A(A) and call the multialgebra of atoms of A. Given ord-
algebras A and B over Σ, and a homomorphism of ord-algebras h : A → B,
we also define

A(h) : A((A,≤A)) → A((B,≤B))

as the restriction of h to A((A,≤A)) ⊆ A. It is well-defined since every
homomorphism of ord-algebras preserves minimal elements, that is, atoms.

For σ ∈ Σn and atoms a1, . . . , an ∈ A((A,≤A)) we have that

{A(h)(a) : a ∈ σA(A)(a1, . . . , an)} = {h(a) : a ∈ σA(A)(a1, . . . , an)} =

{h(a) ∈ A((B,≤B)) : a ≤A σA(a1, . . . , an)}

and, since a ≤A σA(a1, . . . , an) implies h(a) ≤B h(σA(a1, . . . , an)) given
that h is order preserving, which in turn implies that h(a) ≤B
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σB(h(a1), . . . , h(an)) since h is an “almost homomorphism”, we get that

{h(a) ∈ A((B,≤B)) : a ≤A σA(a1, . . . , an)} ⊆

{b ∈ A((B,≤B)) : b ≤B σB(h(a1), . . . , h(an)} =

σA(B)(h(a1), . . . , h(an)) = σA(B)(A(h)(a1), . . . ,A(h)(an)),

what proves that A(h) is a homomorphism between Σ-multialgebras, and
we may write A(h) : A(A) → A(B).

The natural question is if A : OAlg(Σ) → MAlg(Σ) is a functor,
to which the answer is yes: it is easy to see that it distributes over the
composition of morphisms and preserves the identity ones.

4. OAlg(Σ) and MAlg(Σ) are equivalent

Now, we aim to prove that OAlg(Σ) and MAlg(Σ) are actually equivalent
categories, the equivalence being given by the functors P and A. In order
to prove that P and A form an equivalence of categories it is enough to
prove that both are full and faithful and A is a right adjoint of P.

4.1. P and A are full and faithful

Proposition 4.1. P is faithful.

Proof: Given Σ-multialgebras A and B, and homomorphisms h, h′ : A →
B, if P(h) = P(h′), we have that, for every a ∈ A,

{h(a)} = P(h)({a}) = P(h′)({a}) = {h′(a)},

and therefore h = h′.

Proposition 4.2. A is faithful.

Proof: Given ord-algebras A and B over Σ, and homomorphisms of ord-
algebras h, h′ : A → B, suppose that A(h) = A(h′). Then, for every a ∈ A,
we can write a = supAa, since (A,≤A) is atomic.

Since h and h′ are continuous, h(a) = sup{h(a′) : a′ ∈ Aa} and h′(a) =
sup{h′(a′) : a′ ∈ Aa}. But, since A(h) = A(h′), h and h′ are the same when
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restricted to atoms, and therefore {h(a′) : a′ ∈ Aa} = {h′(a′) : a′ ∈ Aa}.
This means that h(a) = h′(a) and, since a is arbitrary, h = h′.

Theorem 4.3. P is full.

Proof: Given Σ-multialgebras A and B, and a homomorphism of ord-
algebras h : P(A) → P(B), to prove that P is full we must find a homomor-
phism h′ : A → B such that P(h′) = h.

For every a ∈ A, {a} is an atom and, since h preserves atoms, h({a})
is an atom of P(B), and therefore of the form {ba} for some ba ∈ B. We
define h′ : A → B by h′(a) = ba. First of all, we must show that h′ is in
fact a homomorphism, which is quite analogous to the proof of the same
fact for A(h). Given σ ∈ Σn and a1, . . . , an ∈ A,

{h′(a) : a ∈ σA(a1, . . . , an)} = {ba : a ∈ σA(a1, . . . , an)} =

sup{{ba} : a ∈ σA(a1, . . . , an)} = sup{h({a}) : a ∈ σA(a1, . . . , an)} =

h(sup{{a} : a ∈ σA(a1, . . . , an)}),

given that h is continuous. Since it is an “almost homomorphism”, this
equals

h(σA(a1, . . . , an)) = h(σP(A)({a1}, . . . , {an}))
⊆ σP(B)(h({a1}), . . . , h({an}))
= σP(B)({ba1

}, . . . , {ban
})

= σB(ba1
, . . . , ban

)

= σB(h
′(a1), . . . , h

′(an)).

Now, when we consider P(h′), we see that P(h′)({a}) = {ba} = h({a}) for
every atom {a} of P(A), and so the restrictions of h and P(h′) to atoms are
the same, and therefore A(h) = A(P(h′)). Since A is faithful, we discover
that h = P(h′) and, therefore, P is full.

Now it remains to be shown that A is also full. Given ord-algebras A
and B over Σ, and a homomorphism h : A(A) → A(B), we then define
h′ : A → B by

h′(a) = sup{h(c) : c ∈ Aa}.

First of all, we must prove that h′ is a homomorphism of ord-algebras, for
which we shall need a few lemmas.
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Lemma 4.4. In a complete, atomic and bottomless Boolean algebra A, take
a non-empty family of indexes I and, for every i ∈ I, Xi ⊆ A. Suppose we
have xi = supXi, for i ∈ I, and X =

⋃
{Xi : i ∈ I}. Then, sup{xi : i ∈

I} = supX.

Proof: We define a = sup{xi : i ∈ I} and b = supX: first, we show that
a is an upper bound for X, so that a ≥A b. For every x ∈ X, we have
that, since X =

⋃
{Xi : i ∈ I}, there exists j ∈ I such that x ∈ Xj , and

therefore xj ≥A x. Since a = sup{xi : i ∈ I}, we have that a ≥A xj , and
by transitivity a ≥A x, and therefore a is indeed an upper bound for X.

Now we show that b is an upper bound for {xi : i ∈ I}, and so b ≥A a
(and a = b). For every i ∈ I, we have that b is an upper bound for Xi,
since Xi ⊆ X and b is an upper bound for X, and therefore b ≥A xi, since
xi is the smallest upper bound for Xi. It follows that b is indeed an upper
bound for {xi : i ∈ I}, what completes the proof.

Lemma 4.5. In a complete, atomic and bottomless Boolean algebra A, for
a non-empty C ⊆ A one has that

⋃
{Ac : c ∈ C} = AsupC .

Proof: If d ∈ Ac for a c ∈ C, d is an atom such that d ≤A c. Since
c ≤A supC, d ≤A supC, and therefore d belongs to AsupC . Thus

⋃
{Ac :

c ∈ C} ⊆ AsupC .
Conversely, suppose that d ∈ AsupC . Then, d is an atom such that

d ≤A supC, and therefore inf{d, supC} = d. It follows that the subset
Cd ⊆ C, of c ∈ C such that inf{d, c} exists, is not empty, by Proposition
1.7. But if c ∈ Cd, inf{d, c} exists, and since d is an atom, we have that
d ∈ Ac ⊆

⋃
{Ac : c ∈ C}, and from that

⋃
{Ac : c ∈ C} = AsupC .

Since σA(a1, . . . , an) is equal to the supremum of {σA(c1, . . . , cn) :
(c1, . . . , cn) ∈ Aa1

×· · ·×Aan
}, from Lemma 4.5 we have that AσA(a1,...,an)

is equal to ⋃
{AσA(c1,...,cn) : c1 ∈ Aa1 , . . . , cn ∈ Aan},

that is, we have the following lemma.

Lemma 4.6. For σ ∈ Σn and a1, . . . , an ∈ A,

AσA(a1,...,an) =
⋃

{AσA(c1,...,cn) : ci ∈ Aai
}.

Theorem 4.7. A is full.

Proof: First of all, we prove that h′ is a homomorphism of ord-algebras.
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(i) First, it is clear that h′ maps atoms into atoms: if a is an atom,
Aa = {a} and

h′(a) = sup{h(c) : c ∈ Aa} = sup{h(a)} = h(a),

which is an atom since h is a map between A(A) and A(B).
(ii) h′ is continuous: for any non-empty set C ⊆ A, we remember that

h′(c) = sup{h(d) : d ∈ Ac}, and from Lemmas 4.4 and 4.5 we get that

sup{h′(c) : c ∈ C} = sup{sup{h(d) : d ∈ Ac} : c ∈ C}

= sup
⋃

{{h(d) : d ∈ Ac} : c ∈ C}

= sup{h(d) : d ∈ AsupC}
= h′(supC).

(iii) Since {h(a) : a ∈ σA(A)(a1, . . . , an)} ⊆ σA(B)(h(a1), . . . , h(an)),
given that h is a homomorphism of multialgebras, it follows from Lemma
4.6 that

h′(σA(a1, . . . , an)) = sup{h(c) : c ∈
⋃

{AσA(c1,...,cn) : ci ∈ Aai
}}

= sup
⋃

{{h(c) : c ∈ σA(A)(c1, . . . , cn)} : ci ∈ Aai}

≤B sup
⋃

{σA(B)(h(c1), . . . , h(cn)) : ci ∈ Aai
},

where we have used that, for atoms c1, . . . , cn of A, σA(A)(c1, . . . , cn) =
AσA(c1,...,cn). Since, for atoms d1, . . . , dn of B, we also have that
σA(B)(d1, . . . , dn) = AσB(d1,...,dn), this is equal to

sup
⋃

{AσB(h(c1),...,h(cn)) :ci ∈ Aai}=sup
⋃

{AσB(h′(c1),...,h′(cn)) :ci ∈ Aai
}.

Since h′ is continuous, ci ≤A ai, for every i ∈ {1, . . . , n}, implies h′(ci) ≤B
h′(ai), and therefore σB(h

′(c1), . . . , h
′(cn)) ≤B σB(h

′(a1), . . . , h
′(an)) for

(c1, . . . , cn) ∈ Aa1
× · · · ×Aan

. It follows that the union, for (c1, . . . , cn) in
Aa1

× · · · ×Aan
, of AσB(h′(c1),...,h′(cn)), is contained on AσB(h′(a1),...,h′(an)),

and therefore

sup
⋃

{AσB(h′(c1),...,h′(cn)) : ci ∈ Aai} ≤B supAσB(h′(a1),...,h′(an))

= σB(h
′(a1), . . . , h

′(an)).
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Now, for every atom a of A, we have that h′(a) = h(a), and therefore
the restriction of h′ to atoms coincides with h, that is, A(h′) = h, and since
h was taken arbitrarily, A is full.

4.2. P and A are adjoint

It remains to be shown that P and A are adjoint. To this end, consider the
bijections

ΦB,A : HomMAlg(Σ)(A(B),A) → HomOAlg(Σ)(B,P(A)),

for A a Σ-multialgebra and B an ord-algebra over Σ, given by, for h :
A(B) → A a homomorphism and b an element of B,

ΦB,A(h)(b) = {h(c) : c ∈ Ab}.

Lemma 4.8. ΦB,A(h) is a homomorphism of ord-algebras.

Proof: (i) If b is an atom, Ab = {b}, and therefore ΦB,A(h)(b) = {h(c) :
c ∈ Ab} = {h(b)}, which is a singleton and therefore an atom of P(A).

(ii) Let D be a non-empty subset of B. We have that

ΦB,A(h)(supD) = {h(c) : c ∈ AsupD}

= {h(c) : c ∈
⋃

{Ad : d ∈ D}}

=
⋃

{{h(c) : c ∈ Ad} : d ∈ D}

=
⋃

{ΦB,A(h)(d) : d ∈ D}

= sup{ΦB,A(h)(d) : d ∈ D},

since AsupD =
⋃

d∈D Ad and the supremum in P(A) is simply the union.
(iii) For σ ∈ Σn and b1, . . . , bn elements of B, we have that

ΦB,A(h)(σB(b1, . . . , bn)) = {h(c) : c ∈ AσB(b1,...,bn)}

= {h(c) : c ∈
⋃

{AσB(c1,...,cn) : ci ∈ Abi}}

=
⋃

{{h(c) : c ∈ AσB(c1,...,cn)} : ci ∈ Abi},
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and, since c1, . . . , cn are atoms, this is equal to⋃
{{h(c) : c ∈ σA(B)(c1, . . . , cn)} : ci ∈ Abi}

⊆
⋃

{σA(h(c1), . . . , h(cn)) : ci ∈ Abi}

=
⋃

{σA(a1, . . . , an) : ai ∈ {h(c) : c ∈ Abi}}

=
⋃

{σA(a1, . . . , an) : ai ∈ ΦB,A(h)(bi)}

=σP(A)(ΦB,A(h)(b1), . . . ,ΦB,A(h)(bn)).

Lemma 4.9. The function ΦB,A is a bijection between HomMAlg(Σ)(A(B),A)
and HomOAlg(Σ)(B,P(A)).

Proof: The functions ΦB,A are certainly injective: if ΦB,A(h) = ΦB,A(h
′),

for every atom b we have that

{h(b)} = ΦB,A(h)(b) = ΦB,A(h
′)(b) = {h′(b)},

and therefore h = h′.
For the surjectivity, take a homomorphism of ord-algebras h : B →

P(A). We then define h′ : A(B) → A by h′(b) = a for an atom b in B,
where h(b) = {a}. It is well-defined since a homomorphism of ord-algebras
takes atoms to atoms, and the atoms of P(A) are exactly the singletons.

We must show that h′ is indeed a homomorphism. For σ ∈ Σn and
atoms b1, . . . , bn in A(B) such that h(bi) = {ai} for every i ∈ {1, . . . , n},
we have that h(σB(b1, . . . , bn)) ⊆ σP(A)(h(b1), . . . , h(bn)), since h is a ho-
momorphism of ord-algebras, and therefore

{h′(b) : b ∈ σA(B)(b1, . . . , bn)} = {h′(b) : b ∈ AσB(b1,...,bn)}

=
⋃

{h(b) : b ∈ AσB(b1,...,bn)}

= h(supAσB(b1,...,bn))

= h(σB(b1, . . . , bn))

⊆ σP(A)(h(b1), . . . , h(bn))

= σP(A)({a1}, . . . , {an})
= σA(a1, . . . , an)

= σA(h
′(b1), . . . , h

′(bn)).
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Finally, we state that ΦB,A(h
′) = h since, for any element b in B, we

have that

ΦB,A(h
′)(b) = {h′(c) : c ∈ Ab} =

⋃
{h(c) : c ∈ Ab} = h(supAb) = h(b),

and therefore each ΦB,A is, indeed, bijective.

Theorem 4.10. P and A are adjoint.

Proof: Given A and C two Σ-multialgebras, B and D two ord-algebras
over Σ, h : A → C a homomorphism and h′ : D → B a homomorphism
of ord-algebras, we must now only prove that the following diagram com-
mutes.

HomMAlg(Σ)(A(B),A)
ΦB,A

//

Hom(A(h′),h)

��

HomOAlg(Σ)(B,P(A))

Hom(h′,P(h))
��

HomMAlg(Σ)(A(D), C)
ΦD,C

// HomOAlg(Σ)(D,P(C))

So, we take a homomorphism g : A(B) → A and an element d of D. We
have that

Hom(h′,P(h))(ΦB,A(g)) = P(h) ◦ ΦB,A(g) ◦ h′,

and therefore the right side of the diagram gives us

P(h) ◦ ΦB,A(g) ◦ h′(d) = P(h)({g(b) : b ∈ Ah′(d)}) = {h ◦ g(b) : b ∈ Ah′(d)}.

The left side gives us

ΦD,C(h◦g ◦A(h′))(d) = {h◦g ◦A(h′)(e) : e ∈ Ad} = {h◦g ◦h′(e) : e ∈ Ad}.

If d is an atom, the right side becomes the singleton containing only
h ◦ g ◦ h′(d), since in this case Ad = {d} and, given that h′ preserves
atoms, Ah′(d) = {h′(d)}. The left side becomes also the singleton formed
by h ◦ g ◦ h′(d), because again Ad = {d}. As a homomorphism of ord-
algebras is determined by its action on atoms, we find that the left and
right sides of the diagram are equal, and therefore the diagram commutes.
As observed before, this proves that A and P are adjoint.
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Corollary 4.11. The categories MAlg(Σ) and OAlg(Σ) are equivalent.

Proof: Follows from the fact that P and A are an equivalence between
the two categories, proven in Theorem 4.10.

5. Some consequences and related results

The result that MAlg(Σ) and OAlg(Σ) are equivalent has a few conse-
quences, and related results, we would like to stress. First of all, we start
by taking the empty signature: in that case, given that all multialgebras
are non-empty, MAlg(Σ) becomes the category of non-empty sets Set∗,
with functions between them as morphisms.

Meanwhile, OAlg(Σ) becomes the category with complete, atomic and
bottomless Boolean algebras as objects (given we simply drop the opera-
tions from an ord-algebra over Σ), with continuous, atoms-preserving func-
tions between them as morphisms. Notice this is very closely related to
the equivalence between CABA and Setop: the morphisms on the former
are merely continuous functions, so the only extra requirement to the mor-
phisms we are making is that they should preserve atoms. This, of course,
allows one to exchange the opposite category of Set by Set itself (or rather
Set∗).

A generalization of our result is to partial multialgebras. That is, pairs
A = (A, {σA}σ∈Σ) such that, if σ ∈ Σn, σA is a function from An to
P(A) (no longer P(A) \ {∅}). In other words, a partial multialgebra is a
multialgebra where operations may return the empty-set. Given partial
Σ-multialgebras A and B, a homomorphism between them is a function
h : A → B such that, as is the case for homomorphisms for multialgebras,

{h(a) : a ∈ σA(a1, . . . , an)} ⊆ σB(h(a1), . . . , h(an)),

for σ ∈ Σn and a1, . . . , an ∈ A. The class of all partial Σ-multialgebras,
with these homomorphisms between them as morphisms, becomes a cate-
gory, which we shall denote by PMAlg(Σ).

It is easy to find an equivalence, much alike the one between MAlg(Σ)
and OAlg(Σ), between PMAlg(Σ) and a category related to OAlg(Σ): it
is sufficient to replace the requirement that, in an ord-algebra, (A,≤A) is
a complete, atomic and bottomless Boolean algebra by the requisite that
it is actually a complete, atomic Boolean algebra, and accordingly, change
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the morphisms in the correspondent category by requiring they preserve
the supremum of any sets, not necessarily non-empty.

Finally, let us slightly modify the notion of homomorphism between Σ-
multialgebras: a multihomomorphism h from A to B, what may be written
as h : A → B for simplicity, is a function h : A → P(B) \ {∅} that satisfies⋃

a∈σA(a1,...,an)

h(a) ⊆
⋃

(b1,...,bn)∈h(a1)×···×h(an)

σB(b1, . . . , bn).

The category with: Σ-multialgebras as objects; multihomomorphisms as
morphisms; and the composition of morphisms h : A → B and g : B → C
given by, for an element a of A, g ◦ h(a) =

⋃
b∈h(a) g(b), will be denoted by

MMAlg(Σ). If, in the category OAlg(Σ), we change morphisms by not
longer demanding that they map atoms into atoms, it is easy to adapt the
proof given in Section 4 to show that the resulting category is equivalent
to MMAlg(Σ).

Conclusion and future work

As we explained before, the main results here presented involve an equiva-
lence similar to the one between the categories of complete, atomic Boolean
algebras and Setop: the first is modified by addition of operations to said
Boolean algebras, that are required to furthermore be compatible with the
algebra’s order; meanwhile, to the second we attach non-deterministic (yet
still non-partial) operations, leading us to a category of multialgebras.

Although not specially complicated, this result is useful as it allows
to treat non-deterministic matrices (Nmatrices) as, not precisely algebraic
semantics, but mixed methods that combine both an algebraic compo-
nent and one relative to its order. This may seem to increase the com-
plexity of decision methods, but this sacrifice is made precisely to avoid
non-determinism; and it is made, not because we distrust the use of multi-
algebras as semantics for non-classical logics, but as an alternative to those
logicians that have philosophical objections against that very use.

More pragmatically, we feel encouraged to develop a further study of
the categories of multialgebras, now from the viewpoint of categories of
partially ordered sets, far better understood than the former ones. More-
over, we can now recast several non-deterministic characterizations of logics
found in the literature in the terms here presented. Specifically, there are
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several paraconsistent logics uncharacterizable by finite matrices, but char-
acterized by finite Nmatrices, which can now have semantics presented only
in classical terms of algebras and orders.
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Abstract

In this paper, we rigorously prove the existence of type-level ordered pairs in

Quine’s New Foundations with atoms, augmented by the axiom of infinity and

the axiom of choice (NFU + Inf + AC). The proof uses the cardinal squaring

principle; more precisely, its instance for the (infinite) universe (VCSP), which

is a theorem of NFU+ Inf + AC. Therefore, we have a justification for proposing

a new axiomatic extension of NFU, in order to obtain type-level ordered pairs

almost from the beginning. This axiomatic extension is NFU+ Inf +AC+VCSP,

which is equivalent to NFU+ Inf + AC, but easier to reason about.
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Introduction

Quine’s New Foundations (NF) [12] can be viewed as an improved and
simplified version of Principia mathematica. However, its (relative) con-
sistency has not been proved for thirty years, until Jensen proved that a
slight modification of NF admits a consistency proof [11]. Jensen weakened
the axiom of extensionality and allowed the atoms to exist in the theory,
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named New Foundations with atoms or urelements (NFU). By Jensen’s
results, NFU is relatively consistent with the axiom of infinity (Inf) and the
axiom of choice (AC). So we can work in NFU+ Inf + AC, which seems to
us a good alternative theory to ZF for the foundation of mathematics. As
far as NF (without atoms) is concerned, the search for its consistency proof
is still in progress, most prominently by Holmes [8] and Gabbay [4].

Since NFU embodies a kind of type theory, it is important to keep track
of (relative) types during syntactic manipulations, the procedure which can
sometimes be arduous. The notion that makes this particularly cumber-
some is that of ordered pairs. It is impossible to define type-level ordered
pairs in NFU alone since their existence implies the axiom of infinity [7],
which is independent of NFU [11]. “Type-level” means that an ordered
pair has the same type as its components. There are essentially three
approaches to deal with type-level ordered pairs “problem” in NFU.

First one can be called the way of resignation. In this approach, one
simply rejects the necessity of type-level ordered pairs and works with Ku-
ratowski’s ones. Although that is a valid approach, Kuratowski’s ordered
pairs are difficult to work with because the type of an ordered pair is two
higher than its components, so “type explosion” happens very soon, and
that can be a liability in theory development. For instance, cardinal arith-
metic is defined in an unnatural way, and the proofs about it are very
cumbersome (see section 4) if one is using Kuratowski’s ordered pairs. For
that reason, we would prefer to avoid the resignation way.

The second approach is due to Holmes [7] and its main feature is the
introduction of a new axiom of ordered pairs (which we denote OP) to NFU.
This axiom introduces ordered pairs as a primitive notion and in that
way enables the existence of type-level ordered pairs of any two entities
(sets or atoms). This axiom solves most of our problems and is a good
option for theory development. It does have a justification, for it can be
proved that inside a model of NFU + Inf one can construct a model of
NFU+ OP [5]. Nonetheless, its motivation is entirely pragmatical, since it
is solely envisioned to solve one technical problem, and introducing ordered
pairs as primitives requires extending our language by some (at least one,
usually three) function symbols, without intrinsic rules for type assignment.
Such an extension changes the notion of atomic formulas, complicating the
notion of stratification. Moreover, even though OP is solving a purely
technical problem, its ontological commitment is enormous, for it implies
the existence of infinitely many arbitrary objects [7] in a non-obvious way.
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The third approach is the new one we are proposing: an alternative
axiomatic extension of NFU. We have already mentioned that in every
model of NFU+ Inf one can obtain a model of NFU+OP, but that is only
possible by interpreting OP in the signature specifically extended for OP to
have its intended meaning. On the contrary, NFU+ Inf+AC does not need
any artificial signature extension since it can prove VCSP from which type-
level ordered pairs can be easily obtained. Therefore, we have a justification
to introduce a new axiomatization NFU + Inf + AC + VCSP, which is an
axiomatic extension of NFU+Inf+AC. The main advantage of this approach
is that ordered pairs are available almost from the start, it is well-motivated,
the language does not need to be extended (thus the notion of stratification
remains the same), and it does not have any ontological commitment since
it is a conservative axiomatic extension. However, there is a need for some
Kuratowski’s ordered pair-dependent theory, in order to be able to state
the new axiom, VCSP. Fortunately, the theory needed for that is rather
small (which will be seen soon enough). It is important to note that theory
NFU+ Inf +VCSP does not prove AC (see theorem 5.3), which means that
it cannot be used as a satisfactory theory for development. Therefore, we
find NFU + Inf + AC + VCSP to be the best approach proposed so far for
the development of set theory in Quine’s style.

In order to show that the third approach is a viable option, we need to
prove in NFU+Inf+AC (with Kuratowski’s ordered pairs) that the cardinal
squaring principle holds. From there, we can easily prove the existence of
type-level ordered pairs, completing our justification of alternative exten-
sion NFU+ Inf + AC+ VCSP. The cardinal squaring principle has not yet
been rigorously proved in our setting, although it seems to be a well-known
fact. The main motivation for this paper is a remark about the cardinal
squaring principle in [10]. The same remark is also stated in [6] and [5].

Our proof is based on the one in [2]—but it is not the same since we
need to take the peculiarities of NFU into consideration. Moreover, our
proof that every infinite set has a countable subset, using Kuratowski’s
ordered pairs, is correct, unlike the ones in contemporary literature. The
proof in [7] is using Zorn’s lemma on a set of functions from arbitrary
subsets of natural numbers to an infinite set, which does not work, for
example, for a set of all even natural numbers as a starting infinite set.
Moreover, the proof in [9] is using Zorn’s lemma on an empty set, if we use
any uncountable set as a starting infinite set.
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Overview

In the first section, we introduce the necessary syntax and notation. This
is done in more detail in [1].

In the second section, we introduce the axioms of NFU, along with some
well-known facts needed for the proof of the cardinal squaring principle.
Axiom of choice is also introduced in this section, as well as Kuratowski’s
ordered pairs.

In the third section, we introduce natural and cardinal numbers and
state the axiom of infinity. The main result of this section is the proof that
every infinite set has a countable subset.

In the fourth section, we introduce the sum and product of cardinal
numbers using Kuratowski’s ordered pairs. After a few theorems of prepa-
ration, we finally prove that the cardinal squaring principle holds in our
setting, and then we show how the existence of type-level ordered pairs can
be proved.

In the fifth section, we present the resulting axiomatic extension of NFU,
as well as some results regarding the mutual provability of various claims
we have introduced.

1. Syntax

In this section, we introduce the syntax of NFU as well as some other
necessary notions. Most results are stated without proof; the proofs can
be found in [1].

An alphabet is a collection of:

• (individual) variables v0, v1, . . .

• logical symbols (connectives and quantifiers ) ¬, →, ∃

• non-logical (relation) symbols ∈, =, set

• auxiliary symbols (brackets) (, )

Relation symbols ∈ and = have the usual interpretation, and set is a
unary relation symbol expressing that an entity is a set. All the other usual
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logical symbols (∨, ∧, ↔, ∀, ∃!) can be defined in terms of the existing ones
in the standard way. Formulas are defined in the following way:

φ ::= x ∈ y | x = y | set(x) | (φ1 → φ2) | ¬φ1 | ∃xφ,

where x and y denote variables, while φ, φ1 and φ2 denote formulas. We
will denote with φ(x1, . . . , xn) that x1, . . . , xn are all free variables occuring
in φ. We will usually write (∃x ∈ y)φ, (∀x ∈ y)φ, instead of ∃x(x ∈ y ∧ φ)
and ∀x(x ∈ y → φ) respectively. We write (∀x, y ∈ t)φ as a shorthand for
(∀x ∈ t)(∀y ∈ t)φ.

A formula φ is stratified if there exists a mapping typeφ from the vari-
ables of φ to the positive natural numbers such that: for every subformula
of φ of the form x = y, we have typeφ(x) = typeφ(y), and for every sub-
formula of φ of the form x ∈ y, we have typeφ(y) = typeφ(x) + 1. The
number typeφ(x) is called the type of the variable x in the formula φ.
Conditions imposed on the mapping typeφ are called stratification con-
ditions. We will call mappings satisfying stratification conditions, type
mappings. Types of variables will be written in superscript.

Definition 1.1. Let φ(x, x1, . . . , xn) be a stratified formula. An expres-
sion of the form {z | φ(z, x1, . . . , xn)} is called an abstraction term. We
extend the notion of (atomic) formulas by allowing them to contain ab-
straction terms in addition to variables. Formulas containing abstraction
terms we call formulas of the extended language. Abstraction terms
that appear in atomic formulas are eliminated in the following way:

1. x ∈ {z | φ(z, x1, . . . , xn)} :⇔ φ(x, x1, . . . , xn)

2. x = {z | φ(z, x1, . . . , xn)} :⇔
set(x) ∧ ∀y

(
y ∈ x↔ y ∈ {z | φ(z, x1, . . . , xn)}

)
3. {z | φ(z, x1, . . . , xn)} ∈ x :⇔ (∃y ∈ x)

(
y = {z | φ(z, x1, . . . , xn)}

)
4. set({z | φ(z, x1, . . . , xn)}) :⇔ ∃y

(
y = {z | φ(z, x1, . . . , xn)}

)
Definition 1.2. Let φ(x1, . . . , xn, y1, . . . , ym) and ψ(w, x1, . . . , xn) be for-
mulas. Nested abstraction terms are eliminated in the following way:{

{w | ψ(w, x1, . . . , xn)} | φ(x1, . . . , xn, y1, . . . , ym)
}
:=

{
z
∣∣ set(z) ∧

∃x1 · · · ∃xn
(
φ(x1, . . . , xn, y1, . . . , ym) ∧ z = {w | ψ(w, x1, . . . , xn)}

)}
.
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It is important to be able to assign types to abstraction terms. If
φ(z, z1, . . . , zn) is a stratified formula and t = {z | φ(z, z1, . . . , zn)} is an
abstraction term, then the type of t in some stratified formula is determined
by the type of a variable t in a formula z ∈ t ↔ φ(z, z1, . . . , zn). All this
has been done more formally and precisely in [1].

When defining sets, we will usually not check whether the defining
formulas are stratified. That can be easily done using type assignments
in the extended language (again, details about this procedure can be found
in [1]). Explicit checking will only be done in some proofs.

2. NFU set theory

Axiom of extensionality:

∀x∀y
(
set(x) ∧ set(y) ∧ ∀z(z ∈ x↔ z ∈ y) → x = y

)
.

Axiom of sethood:
∀x (∀y ∈ x) set(x).

Axiom schema of stratified comprehension: if φ(z, x1, . . . , xn) is
stratified, then

∀x1 · · · ∀xn∃y
(
set(y) ∧ ∀z

(
z ∈ y ↔ φ(z, x1, . . . , xn)

))
.

We say that x is a subset of y if set(x) ∧ set(y) ∧ (∀z ∈ x)(z ∈ y),
which is written x ⊆ y. We write x ⊂ y if x ⊆ y and x ̸= y. Some simple
sets and operations in NFU are:

∅ := {x | x ̸= x}, V := {x | x = x}, SET := {x | set(x)},
x ∪ y := {z | z ∈ x ∨ z ∈ y}, x ∩ y := {z | z ∈ x ∧ z ∈ y},⋃
x := {z | (∃t ∈ x)(z ∈ t)},

⋂
x := {z | (∀t ∈ x)(z ∈ t)},

x \ y := {z | z ∈ x ∧ z ̸∈ y}, xc := {z | z ̸∈ x},
{x} := {z | z = x}, P1(x) :=

{
{t}

∣∣ t ∈ x
}

It is easy to check the following equivalence:

∀x
(
set(x) ↔ x = ∅ ∨ (∃y ∈ x)

)
.
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Definition 2.1. For x, y ∈ V we define their ordered pair
(x, y) :=

{
{x}, {x, y}

}
(where {a, b} := {a} ∪ {b}).

These ordered pairs are the usual Kuratowski’s ordered pairs and they
have the unfortunate property of not being type-level. More precisely, if x
and y have type n in some stratified formula, then (x, y) has type n+ 2 in
that same formula.

Definition 2.2. For sets X and Y we define their Cartesian product
X × Y := {(x, y) | x ∈ X ∧ y ∈ Y }.

Definition 2.3. Let X and Y be sets. We say that R is a (binary)
relation between X and Y if R ⊆ X × Y , which we write rel(R,X, Y ).
We say that R is a relation if rel(R, V, V ).

Let R be a relation. Instead of (x, y) ∈ R we will write x R y.
In addition, if (x, y) ̸∈ R, we will write x ̸R y.

Definition 2.4. Let R be a relation. We define its domain dom(R) :=
{x | ∃y(x R y)} and range rng(R) := {y | ∃x(x R y)}.

Definition 2.5.

1. We define identity on a set X as idX := {(x, x)
∣∣ x ∈ X}.

2. For relations R and R′ we define their composition
as R′ ◦R := {(x, z)

∣∣ ∃y(x R y R′ z)}.

3. For a relation R, we define its inverse as R−1 :=
{
(y, x)

∣∣ x R y}.

Definition 2.6. Let X and Y be sets. We say that f is a function
from X to Y if rel(f,X, Y ) ∧ (∀x ∈ X)(∃!y ∈ Y )(x f y), which we write
func(f,X, Y ).

For a function f and x ∈ dom(f), we introduce the standard notation
f(x) for the unique y such that x f y.

Definition 2.7. Let X and Y be sets.

1. f is an injection from X to Y if func(f,X, Y ) ∧ (∀x1, x2 ∈ X)(
f(x1) = f(x2) → x1 = x2

)
, which we write inj(f,X, Y ).

2. f is a bijection between X and Y if inj(f,X, Y ) ∧ rng(f) = Y ,
which we write bij(f,X, Y ).
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It is easy to see that every relation R is a relation on dom(R)∪ rng(R).
We say that R is a reflexive relation if x R x for every x ∈ dom(R).

Definition 2.8. We say that a relation ⪯ is a partial order if it is re-
flexive, antisymmetric and transitive; symbolically, if

rel(⪯, V, V ) ∧
(
∀x ∈ dom(⪯)

)
(x ⪯ x) ∧

∧ ∀x∀y(x ⪯ y ⪯ x→ x = y) ∧ ∀x∀y∀z(x ⪯ y ⪯ z → x ⪯ z),

which is written Po(⪯). We will say that ⪯ is a partial order on a set X if
Po(⪯) ∧ dom(⪯) = X, which is written Po(⪯, X).

Definition 2.9. We say that a relation R on X is an equivalence rela-
tion if it is reflexive, symmetric, and transitive. For every x ∈ X we define
its equivalence class [x]R := {y | y R x}.

Definition 2.10. For a setX we define its quotient set by an equivalence
relation R on X as X/R := {[x]R | x ∈ X}.

Definition 2.11. Let ⪯ be a partial order, Y ⊆ dom(⪯) and y0 ∈ dom(⪯).
We say that y0 is

1. a maximal element of Y if y0 ∈ Y ∧ (∀y ∈ Y )(y0 ⪯ y → y0 = y);

2. an upper bound of Y if (∀y ∈ Y )(y ⪯ y0);

3. the greatest element of Y if y0 ∈ Y and y0 is an upper bound of Y ;

4. the least element of Y if y0 is the greatest element of Y with respect
to the relation ⪰ := ⪯−1.

Definition 2.12. Let ⪯ be a partial order.
We say that L ⊆ dom(⪯) is a chain in ⪯ if (∀x, y ∈ L)(x ⪯ y ∨ y ⪯ x).

Lemma 2.13. Let X be a set of functions ordered by inclusion,
and let C ⊆ X be a chain. Then

1.
(⋃

C
)−1

=
⋃
{f−1 | f ∈ C}.

2.
⋃
C is a function.

3. dom
(⋃

C
)
=

⋃{
dom(f) | f ∈ C

}
4. rng

(⋃
C
)
=

⋃{
rng(f) | f ∈ C

}
5. If every function f ∈ C is an injection, then

⋃
C is an injection.
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Proof:

1. Let z ∈
(⋃

C
)−1

, then z = (x, y) for some x, y such that (y, x) ∈⋃
C. Then there exists f ∈ C such that (y, x) ∈ f , which implies

(x, y) ∈ f−1 ⊆
⋃
{f−1 | f ∈ C}. The other direction is analogous.

2. Let x, y ∈ dom
(⋃

C
)
. Then there exist a, b ∈ rng

(⋃
C
)
such that

(x, a), (y, b) ∈
⋃
C. It means there exist functions f1, f2 ∈ C such

that (x, a) ∈ f1 and (y, b) ∈ f2. Because C is a chain, without
the loss of generality, we can assume f1 ⊆ f2. From that we get
(x, a), (y, b) ∈ f2 ⊆

⋃
C. If x = y, since f2 is a function, we get

a = b. Therefore,
⋃
C is a function.

3. Let z ∈ dom
(⋃

C
)
. Then there exists y ∈ rng

(⋃
C
)
such that (z, y) ∈⋃

C. Then there exists a function f ∈ C such that (z, y) ∈ f , that
is, z ∈ dom(f). From that, we get z ∈

⋃{
dom(f) | f ∈ C

}
. If z ∈⋃{

dom(f) | f ∈ C
}
, then there exists f ∈ C such that z ∈ dom(f).

That means there exists y ∈ rng(f) such that (z, y) ∈ f ⊆
⋃
C, which

implies z ∈ dom
(⋃

C
)
.

4. Follows from (1) and (3).

5. Follows from (1) and (2).

We say that a relation on X is a well-order if it is a partial order and
every nonempty subset of X has the least element in that order.

Axiom of choice: ∀x
(
set(x) ∧ ∅ /∈ x ∧ (∀y, z ∈ x)(y ̸= z → y ∩ z = ∅) →

∃u(∀w ∈ x)∃!v(v ∈ w ∩ u)
)
.

Zorn’s lemma: Let ⪯ be a partial order. If every chain C in ⪯ has an
upper bound, then dom(⪯) has a maximal element.

Zermelo’s theorem: Every set can be well-ordered.

Theorem 2.14. Axiom of choice ⇔ Zorn’s lemma ⇔ Zermelo’s theorem.

The equivalence proof resembles the usual one (from ZF) and can be
found in [7]. It is worth noting that in Zorn’s lemma, we can assume that
the chain is nonempty provided we prove first that ⪯ is nonempty (we can
always use any element of dom(⪯) as an upper bound for the empty chain).
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3. Cardinal numbers

Definition 3.1.

1. The set 0 := {∅} is zero.

2. For a set x we define its successor
succ(x) :=

{
y
∣∣ (∃z ∈ y)(y \ {z} ∈ x)

}
.

3. The set N :=
⋂{

x
∣∣ 0 ∈ x ∧ (∀y ∈ x)

(
succ(y) ∈ x

)}
is called the set of natural numbers.

4. The set FIN :=
⋃
N is the set of finite sets.

It can be proved that succ(x) =
{
y ∪ {z}

∣∣ y ∈ x ∧ z ̸∈ y
}
.

We define 1 := succ(0) = P1(V ) and 2 := succ(1).
We say that a set x is finite if x ∈ FIN, otherwise it is infinite.

Axiom of infinity: V ̸∈ FIN.

Peano’s axioms are the following:

1. 0 ∈ N.

2. (∀n ∈ N)
(
succ(n) ∈ N

)
.

3. (∀n ∈ N)
(
0 ̸= succ(n)

)
.

4. (∀n ∈ N)(∀m ∈ N)
(
succ(n) = succ(m) → n = m

)
.

5. If φ(x) is a stratified formula, then

φ(0) ∧ (∀n ∈ N)
(
φ(n) → φ(succ(n))

)
→ (∀n ∈ N)φ(n).

The first three Peano axioms can be easily proved in NFU. However, the
axiom schema of mathematical induction must be restricted to stratified
formulas only. Lastly, the fourth Peano axiom is equivalent to the axiom
of infinity. This proof can be found in [14], but we will provide one too.

Lemma 3.2. Every natural number n is 0 or a successor of some natural
number.

Proof: We need to prove (∀n1 ∈ N2)
(
n1 = 01 ∨ (∃m1 ∈ N2)(n1 =

succ(m1)1)
)
, which is stratified, so we can prove it by induction on n.
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The claim trivially holds for n = 0. Assume the claim holds for some
n ∈ N and prove it for succ(n). However, succ(n) is the successor of n, and
n is a natural number.

Definition 3.3. We define the equipotence relation between sets
as (∼) := {(x, y) | set(x) ∧ set(y) ∧ ∃f bij(f, x, y)}.

Definition 3.4. We define the set of cardinal numbers
Card := SET/(∼) = {[x]∼ | set(x) }.

We will denote [x]∼ with |x| and call it the cardinal number of set
x.

Definition 3.5. We define the relation ≤ on Card with
κ ≤ λ :⇐⇒ (∀X ∈ κ)(∀Y ∈ λ)∃f inj(f,X, Y ).

It is easy to show that it is enough, in definition 3.5, to require just the
existence of X and/or Y (the existence of an injection between two sets is
invariant with respect to equipotence).

Theorem 3.6. The relation ≤ is a well-order.

Proof (Sketch of proof:): Reflexivity and transitivity are easy.
The antisymmetricity is actually Cantor–Bernstein’s theorem which can

be found in [7].
The fact that every nonempty set of cardinals has the least element is

proved using Zermelo’s theorem. See [7, p. 123–124].

We write κ < λ for κ ≤ λ ∧ κ ̸= λ.

Definition 3.7. We say that a set x is Dedekind-infinite, if there exists
y ⊂ x such that x ∼ y.

For now, we can only prove that Dedekind-infinity implies infinity.

Theorem 3.8. If a set is Dedekind-infinite, then it is infinite.

Proof: We will prove the contrapositive of the claim: if a set is finite
(that is, it is an element of some natural number), then there is no bijection
between it and its any proper subset.

Formula (∀n2 ∈ N3)(∀x1 ∈ n2)∀y1(y1 ⊂ x1 → x1 ̸∼4 y1) is stratified,
so we can prove it by induction on n.
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Let n = 0 and x ∈ n be arbitrary. Then x = ∅, so the statement holds
vacuously since x does not have any nonempty proper subsets. Assume that
for a natural number n the statement holds. Let us prove the statement for
succ(n). Let x ∈ succ(n) be arbitrary. Then x = y ∪ {z}, for some y ∈ n
and z ̸∈ y. Assume that there exists a u ⊂ x and a bijection f : x→ u.

First case is when z ̸∈ u. Then we have u ⊆ y, and so u \ {f(z)} ⊂ y,
but we have bij(f \ {(z, f(z))}, y, u \ {f(z)}), which is a contradiction.

Second case is when z ∈ u. Then there exists w ∈ x such that f(w) = z.
Define h := idx\{w,z} ∪ {(z, w), (w, z)}. It is obvious that bij(h, x, x), so
bij(f ◦ h, x, u). The same argument holds if z = w. Since (f ◦ h)(z) =
f(w) = z, we have bij(f \{(z, z)}, y, u\{z}). However, we have u\{z} ⊂ y,
which is a contradiction.

Lemma 3.9. The following holds: (∀n ∈ N)(∀y ∈ n)∀z(z ∈ n↔ y ∼ z).

Proof: Formula (∀n2 ∈ N3)(∀y1 ∈ n2)∀z1(z1 ∈ x2 ↔ z1 ∼4 y1) is strati-
fied, so we can prove it by induction on x.

Let n = 0, let y ∈ n and z be arbitrary. From y ∈ n we get y = ∅. If
z ∈ n, we get z = ∅ = y. Obviously, bij(∅, ∅, ∅). If y ∼ z, then there exists
a bijection f between y and z. Because y = ∅, f is a bijection between ∅
and z, so we have z = rng(f) = rng(∅) = ∅ ∈ 0 = n.

Assume that the claim holds for a natural number n. Let us prove it
for succ(n). If succ(n) = ∅, the claim trivially holds. Let y ∈ succ(n) and
z be arbitrary. By the definition of successor we have y = a ∪ {b} such
that a ∈ n and b ̸∈ a. If z ∈ succ(n), then z = u ∪ {v}, where u ∈ n
and v ̸∈ u. By the assumption, we have u ∼ a, so there exists a bijection
f : a→ u and the function g := f ∪{(b, v)} is obviously a bijection between
y and z. If y ∼ z, then there exists a bijection f : y → z. We define
x := {f(t) | t ∈ a} and y := f(b). Obviously, y ̸∈ x and since x ∼ a ∈ n,
we have z = x ∪ {y} ∈ succ(n).

Theorem 3.10. V ̸∈ FIN ⇐⇒ ∅ ̸∈ N ⇐⇒ N ⊆ Card ⇐⇒ (P4).

Proof: We will first prove V ̸∈ FIN =⇒ ∅ ̸∈ N. Assume V ̸∈ FIN.
Formula (∀n1 ∈ N2)(n1 ̸= ∅1) is stratified, so we can prove it by induction
on n. For n = 0 we have 0 = {∅} ̸= ∅. Let us assume that the claim holds
for an n ∈ N and prove it for succ(n). Assume that succ(n) = ∅. We know
succ(n) =

{
y ∪ {z}

∣∣ y ∈ n ∧ z ̸∈ y
}
=

{
t | (∃y ∈ n)(∃z ̸∈ y)(t = y ∪ {z})

}
.

Now from succ(n) = ∅ follows (∀y ∈ n)∀z(z ∈ y), and from the axiom of
extensionality and the fact that V is the universal set we get ∀y

(
y ∈ n →
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V = y
)
. From that we get n = ∅ or n = {V }. It is impossible to have

n = ∅ by the induction hypothesis, and from n = {V } we get V ∈ FIN,
which contradicts the assumption.

The claim ∅ ̸∈ N =⇒ N ⊆ Card follows from lemma 3.9. Assume
∅ ̸∈ N. Formula (∀n1 ∈ N2)(n1 ∈ Card 2) is stratified, so we can prove it
by induction on n. For n = 0 we have 0 = |∅| ∈ Card. Assume that for an
n ∈ N there exists x such that n = |x|, and prove the claim for succ(n).
By the assumption, we have succ(n) ̸= ∅, so there exists a y ∈ succ(n). By
lemma 3.9 we have z ∈ succ(n) ↔ z ∈ |y|. Therefore, succ(n) = |y|.

Let us prove N ⊆ Card =⇒ (P4). Assume N ⊆ Card. Let n,m ∈ N ⊆
Card and assume succ(n) = succ(m) = |z| for some z. By definitions of
successor we have z = a∪{b} = c∪{d}, where a ∈ n, c ∈ m, b ̸∈ a and d ̸∈ c.
If b = d, then we have a = c, for if w ∈ a ⊆ z = c∪{d}, then w ∈ c∪{d}, and
since w ̸= d, then w ∈ c. The converse when w ∈ c is proved analogously.
If b ̸= d, then d ∈ a and b ∈ c. Then g := idz\{b,d} ∪ {(b, d)} is obviously a
bijection between a and c. In both cases, we have a ∼ c, meaning n = m.

It remains to prove (P4) =⇒ V ̸∈ FIN. Assume V ∈ FIN. Then
there exists an n ∈ N such that V ∈ n. We claim n = {V }. Assume
x ∈ n such that x ̸= V . Then we have x ⊂ V and because x, V ∈ n,
by lemma 3.9 we get x ∼ V . Now from theorem 3.8 we get that V is
an infinite set, that is, V ̸∈ FIN, which is a contradiction. Therefore,
n = {V }. Now by the definition of successor we have succ(n) = {y ∪ {z} |
y ∈ n∧ z ̸∈ y} = {y∪{z} | z ̸∈ V } = ∅ ∈ N and succ(∅) = ∅. Then we have
succ(n) = succ(∅), but clearly n ̸= ∅. Therefore, fourth Peano axiom does
not hold.

We will say that a cardinal number is an infinite cardinal number if
it is not a natural number (that is, if it is |X| for an infinite X).

Theorem 3.11. Let X be a set, x0 ∈ X, and f : X → X be a function.
Then there exists a unique function g : N → X such that g(0) = x0 and
g
(
succ(n)

)
= f

(
g(n)

)
for every n ∈ N.

Proof: Let X, x0 and f be as stated. Formula

φ(t) :=
(
(01, x10)

3 ∈ t4 ∧ (∀n1 ∈ N2)(∀y1 ∈ X2)(
(n1, y1)3 ∈ t4 → (succ(n1)1, f4(y1)1)3 ∈ t4

))
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is stratified, so we can define the set S :=
{
t
∣∣ φ(t)}. Obviously N×X ∈ S,

so g :=
⋂
S ⊆ N×X. In other words, we have rel(g,N, X), so we can use

the usual infix notation for g.
First, we prove φ(g). For every t ∈ S we have φ(t), so 0 t x0, therefore

also 0 g x0. In the same manner, if n ∈ N, y ∈ X and n g y, then for every
t ∈ S we have n t y. By φ(t), we have succ(n) t f(y), and therefore also
succ(n) g f(y). So, we can conclude g ∈ S.

Formula ψ(n) := (∃! y1 ∈ X2)(n1g4y1) is stratified, so we can prove
(∀n ∈ N)ψ(n) by induction (fifth Peano axiom). For n = 0 we have 0 g x0
by φ(g), and for any x′ ∈ X \ {x0} we can see that g′ := g \ {(0, x′)} also
satisfies φ. Namely, (0, x′) is different from any ordered pair forced into
t by φ, since x′ ̸= x0, and 0 ̸= succ(n) for any n by third Peano axiom.
Therefore we have g′ ∈ S, from which g ⊆ g′ = g \ {(0, x′)}, hence 0 ̸g x′.

In much the same manner, suppose that (for a particular k ∈ N) there
is a unique y ∈ X such that k g y. By φ(g) we have succ(k) g f(y),
so existence holds. To prove uniqueness, suppose succ(k) g u for some
u ∈ X \ {f(y)}. Now we prove that g′′ := g \ {(succ(k), u)} satisfies φ:
it obviously satisfies the first conjunct since 0 ̸= succ(k) by third Peano
axiom. For the second, let m ∈ N and z ∈ X be such that m g′′ z. Then
m g z since g′′ ⊆ g, and therefore succ(m) g f(z). But if

(
succ(m), f(z)

)
=(

succ(k), u
)
, then m = k by fourth Peano axiom, and also u = f(z).

However, u ̸= f(y) means y ̸= z, and that contradicts uniqueness for k.
Therefore we have func(g,N, X), so we can use the usual function no-

tation for g. We have already proved g(0) = x0. For any n ∈ N, we have
n g g(n) (since dom(g) = N), and from φ(g) we also have succ(n) g f

(
g(n)

)
,

which in function notation is exactly g
(
succ(n)

)
= f

(
g(n)

)
.

It remains to prove that such g is unique. Assume the opposite, that
there is h : N → X such that h ̸= g, h(0) = x0, and for all n ∈ N,
h
(
succ(n)

)
= f

(
h(n)

)
. Formula (∀n1 ∈ N2)

(
h4(n1)1 = g4(n1)1

)
is strati-

fied, so we can prove it by induction on n. For n = 0 we have h(0) = x0 =
g(0). Assume that the claim holds for some n ∈ N, and prove it for succ(n).
We have h

(
succ(n)

)
= f

(
h(n)

)
= f

(
g(n)

)
= g

(
succ(n)

)
. Therefore, h = g,

which is a contradiction.

It is easy to see that, in theorem 3.11, if x0 has type k, X has type
k + 1, and f has type k + 3, then g has type k + 3.
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Theorem 3.12. Let t be a term with variable x free, which is type-level—
that is, in every stratified formula in the extended language where t appears,
type(t) = type(x). Then for every set A, there is a function f such that

f(x) = t, for every x ∈ A. (3.1)

Furthermore, f is unique if we require additionally that dom(f) = A.

That is, we can define a function by expression (3.1). We write short-
hand “f(x) := t, x ∈ A” and call it the definition of a function from a
domain and a type-level term. We treat A as a constant—it can also be a
variable, but it must not appear in t then.

Proof: We define f := {(x, t) | x ∈ A} = {p | (∃x1 ∈ A2)(p3 = (x1, t1)3)}.
Since t is type-level, this is well-defined, and the existence (and sethood)
of f follows from the axiom of stratified comprehension. The uniqueness
follows from extensionality.

In a completely analogous way, we can prove the following.

Corollary 3.13. Let t be a term with variables x and y free, such that in
every stratified formula in the extended language where t appears, type(t) =
type((x, y)). Then for every two sets A and B, there is a function f such
that

f(x, y) = t, for every x ∈ A and y ∈ B. (3.2)

Furthermore, f is unique if we require additionally that dom(f) = A×B.

Besides the infinitude of V, stated in the axiom of infinity, we can now
prove the infinitude of another set.

Theorem 3.14. The set N is Dedekind-infinite.

Proof: Since succ(n) is type-level in n, by theorem 3.12 there is a func-
tion s such that s(n) := succ(n), n ∈ N. By second Peano axiom s is
a function from N to N, and it is an injection because of fourth Peano
axiom. Therefore, bij

(
s,N, rng(s)

)
, and from third and first Peano axiom,

rng(s) ⊆ N \ {0} ⊂ N.

The fact that N is infinite is an easy consequence of theorems 3.8
and 3.14. The cardinal number of natural numbers is ℵ0 := |N|. We
say that a set X is countable if |X| = ℵ0.
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From theorems 3.10 and 3.11 we can define the sum and product of
natural numbers. Note that succ can be viewed as a function on the set of
natural numbers, which we denote by s as in the proof of theorem 3.14. For
an arbitrary m ∈ N by theorem 3.11 there exists a function sm such that
sm(0) = m and sm

(
succ(n)

)
= s

(
sm(n)

)
for every n ∈ N. Since sm has the

same type as s, it is easy to see that if m has a type k, then sm has a type
k + 3, because m plays the role of x0 from theorem 3.11. We now define
the sum of natural numbers as a function term add(m,n) := sm(n).
Obviously, if m and n have type k, then sm(n) has type k. We use the
usual notation for summation m+ n := add(m,n).

The product of natural numbers is defined in the same way. For arbi-
trarym ∈ N by theorem 3.11 there exists a function pm such that pm(0) = 0
and pm

(
succ(n)

)
= sm

(
p(n)

)
. We now define the product of natural

numbers n,m ∈ N as a function term mul(m,n) := pm(n). Similarly
(since sm plays the role of f from theorem 3.11), if m and n have type k,
then mul(m,n) has a type k. We use the usual notation for multiplication
m · n := pm(n). It is easy to prove by induction the usual properties of
addition and multiplication.

Lemma 3.15. If X is a finite set, and Y ⊆ X, then Y is finite.

Proof: Let X be an arbitrary finite set, that is, X ∈ FIN. That means
there exists n ∈ N such that X ∈ n. It is enough to prove the formula
(∀n2 ∈ N3)(∀X1 ∈ n2)∀Y 1(Y 1 ⊆ X1 → Y 1 ∈ FIN 2), which is stratified,
so we can prove it by induction on n.

If n = 0, we have X ∈ 0. That implies X = ∅. Now for Y ⊆ ∅ we have
Y = ∅ ∈ 0 ⊆ FIN. Let us assume the claim holds for some n and prove it
for succ(n).

Let X ∈ succ(n) and Y ⊆ X. That means X = x∪{z}, for some x ∈ n
and z ̸∈ x. If z ̸∈ Y , then Y ⊆ x ∈ n, and from the induction assumption
we have Y ∈ FIN. If z ∈ Y , then Y \ {z} ⊆ x, so from the induction
assumption we have Y \ {z} ∈ FIN, that is, there exists some k ∈ N such
that Y \ {z} ∈ k. Because z ̸∈ Y \ {z}, we have Y = Y \ {z} ∪ {z} ∈
succ(k) ⊆ FIN by definition of successor.

Lemma 3.16. The following statements hold:

1. For all n ∈ N, if x ∈ succ(n) and y ∈ x, then x \ {y} ∈ n.

2. There is no natural number n such that n < 0.
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3. For all n ∈ N we have n < succ(n).

4. For every n,m ∈ N, m ≤ n if and only if m < succ(n).

5. Every nonempty partial ordered finite set has a maximal element.

6. For all n ∈ N we have n < ℵ0.

7. For n,m ∈ N, if n < m, then succ(n) < succ(m).

8. For n,m ∈ N, if n < m, then for every x ∈ N, n+ x < m+ x.

9. For n,m ∈ N, if n < m, then for every x ∈ N, n · x ≤ m · x.

Proof:

1. Let n ∈ N be arbitrary, x ∈ succ(n) and y ∈ x. Because x ∈ succ(n),
there exists z ∈ x such that x \ {z} ∈ n. Then one bijection between
x\{y} and x\{z} is given by idx\{y} if y = z, and by idx\{y,z}∪{(z, y)}
otherwise.

2. Assume the contrary, that there exists n ∈ N such that n ≤ 0 ∧ n ̸=
0. Let A ∈ n and B ∈ 0 be arbitrary. By definition of relation
≤, there exists an injection from A to B. However, B ∈ 0 means
B = ∅, therefore, that injection must be empty, hence A = ∅. That
is impossible because n ̸= 0.

3. Let A ∈ n ∈ N be arbitrary. Then A ̸= V , so there exists x ∈ V
such that x ̸∈ A. Now by the characterization of a successor, we
have A ∪ {x} ∈ succ(n). Obviously inj(idA, A,A ∪ {x}), so n ≤
succ(n). Assume that n = succ(n). Then there exists a bijection
f : A → A ∪ {x}. Obviously A ⊂ A ∪ {x}, and by theorem 3.8 we
have that A ∪ {x} is infinite, therefore A ∪ {x} ̸∈ FIN. But we also
have A ∪ {x} ∈ succ(n) ⊆ FIN, which means that the assumption is
wrong, therefore n < succ(n).

4. Let n and m be arbitrary. Assume m ≤ n. From 3.16(3) we have
n ≤ succ(n) and n ̸= succ(n). From transitivity of relation ≤ we get
m ≤ succ(n). Assume m = succ(n). Then we have succ(n) ≤ n and
n ≤ succ(n), which gives n = succ(n). That is a contradiction with
n ̸= succ(n), so m ≤ succ(n) and m ̸= succ(n), that is, m < succ(n).

Assume m < succ(n). Let A ∈ m and B ∈ succ(n) be arbitrary.
By the assumption, there exists an injection f : A→ B, which is not
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a bijection. That means there exists b ∈ B such that b ̸∈ rng(f).
That implies f is also an injection from A to B \ {b}, and because
lemma 3.16(1) implies B \ {b} ∈ n, we get m ≤ n.

5. We need to prove

(∀X ∈ FIN \ {∅})∀R
(
Po(R,X) →

→ (∃x0 ∈ X)(∀y ∈ X \ {x0})(x0 ̸R y)
)
,

which follows from the stratified formula

(∀n3 ∈ N4 \ {03}4)(∀X2 ∈ n3)∀R4
(
Po(R4, X2) →

→ (∃x10 ∈ X2)(∀y1 ∈ X2 \ {x10}2)(x10 ̸R4y1)
)
.

We will prove it by induction. Let n = 1, X ∈ 1 be arbitrary and R
be a partial order on X. From X ∈ 1 = succ(0) we get that there
exists z0 such that X = {z0}, and then R = {(z0, z0)}, so z0 is a
maximal element of X under relation R. Assume the claim holds for
a natural number n ≥ 1, and prove it for succ(n).

Let X ∈ succ(n) be arbitrary, and R be a partial order on X. From
characterization of successor, we have X = x∪ {y}, where x ∈ n and
y ̸∈ x. Since R is a partial order, R′ := R ∩ (x × x) is partial order
on x. From the induction hypothesis, we have that there exists a
maximal element z0 of x under relation R′. If z0 R y, then y must be
a maximal element of X under R. For if there existed some w0 ̸= y
such that y R w0, then from z0 R y and transitivity of R, we would
have z0 R w0. Since w0 ̸= y, we have w0 ∈ x, which is a contradiction
with maximality of z0 in x. If y R z0, or z0 and y are not comparable,
then z0 is a maximal element of X under R.

6. Let n ∈ N be arbitrary. Assume n ≥ ℵ0. By definition of ≤, there
exists and injection f : N → A, where A ∈ n. That means N ∼ rng(f),
and also rng(f) ⊆ A. Because A is finite, by theorem 3.15 we have
rng(f) finite, which implies that N is finite, which is a contradiction.
Therefore, n < ℵ0.

7. Take n,m ∈ N such that n < m. Assume succ(m) ≤ succ(n). By (3)
we have m < succ(m) ≤ succ(n), and from (4) we get m ≤ n, which
is a contradiction.
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8. Take arbitrary n,m ∈ N. Formula (∀x1 ∈ N2)(n1 <4 m1 → (m1 +
x1)1 <4 (n1 + x1)1) is stratified, so we can prove it by induction on
x. If x = 0, then from n < m we get n + x = n + 0 = n < m =
m + x. Assume that the claim holds for some x ∈ N, and let us
prove it for succ(x). If n < m, then from the associativity we get
n+ succ(x) = succ(n+x), and by the induction assumption, we have
n + x < m + x. Now from (7) we get succ(n + x) < succ(m + x).
Therefore, n+ succ(x) ≤ succ(m+ x) = m+ succ(x).

9. Take arbitrary n,m ∈ N. Formula (∀x1 ∈ N2)
(
n1 <4 m1 → (n1 ·

x1)1 ≤4 (m1 · x1)1
)
is stratified, so we can prove it by induction

on x. If x = 0, then the claim trivially holds. Let us assume the
claim for some x ∈ N, and prove it for succ(x). If n < m, then from
the induction assumption, (8) and commutativity of addition, we get
n · succ(x) = n · x+ n ≤ m · x+m = m · succ(x).

Remark 3.17. It is useful to note that if the partial order in lemma 3.16(5)
is a well-order, then a maximal element is also the greatest element.

Definition 3.18. For every n ∈ N we define its initial segment as

An := {m ∈ N | m < n}.

Note that if n has type s, then An has type s+ 1.

Lemma 3.19.

1. For every n ∈ N, the set An is finite.

2. If X is a set of initial segments of natural numbers and
⋃
X ⊂ N,

then
⋃
X is an initial segment of natural numbers.

Proof:

1. Formula (∀n1 ∈ N2)(A2
n1 ∈ FIN 3) is stratified, so we can perform

mathematical induction on n. For n = 0 we have A0 = {m ∈ N |
m < 0} = ∅ ∈ 0 ⊆ FIN. Assume that for some n ∈ N, set An is finite,
and let us prove the statement for Asucc(n). Because An ∈ FIN, there
exists k ∈ N such that An ∈ k and there exists x ̸∈ An such that
An∪{x} ∈ succ(k). From lemma 3.16(4) we have Asucc(n) = An∪{n},
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therefore idAn∪{(x, n)} is a bijection between An∪{x} and An∪{n},
which means An ∪ {n} = An+1 ∈ succ(k) ⊆ FIN.

2. Assume that X is a set of initial segments of natural numbers such
that

⋃
X ⊂ N. If X = {A0}, then obviously

⋃
X = A0, so assume

X ̸= {A0}. The set
⋃
X is a proper subset of N, so there is an m ∈ N

such that m /∈
⋃
X. Then

⋃
X ⊆ Am, so by (1) and lemma 3.15,⋃

X is a nonempty finite subset of N. Therefore, by remark 3.17, it
has the greatest element r. Then for every x ∈

⋃
X, x ≤ r, therefore

by lemma 3.16(4) x < succ(r). So,
⋃
X ⊆ Asucc(r). For the opposite

inclusion, suppose x ∈ Asucc(r). Since r ∈
⋃
X, there is Ai ∈ X such

that r ∈ Ai. Then x ≤ r < i implies x ∈ Ai ⊆
⋃
X.

The following theorem is very important for accomplishing our goal.

Theorem 3.20. Every infinite set has a countable subset.

Proof: Let X be an infinite set. We will prove that there is an injection
from N to X.

Formula (∃n1 ∈ N2)inj(f4, A2
n1 , X2)∨ inj(f4,N2, X2) is stratified, so we

can define a set K :=
{
f | (∃n ∈ N)inj(f,An, X) ∨ inj(f,N, X)

}
. Set K

is nonempty because for n = 0 we have A0 = ∅ by lemma 3.16(2), which
means inj(∅, A0, X). We order K by inclusion and prove that it satisfies
the remaining condition of Zorn’s lemma.

Let C ⊆ K be an arbitrary nonempty chain. We need to prove
⋃
C ∈

K. From lemma 2.13 we get that
⋃
C is an injection, rng

(⋃
C
)
⊆ X, and

dom
(⋃

C
)
⊆ N. If dom

(⋃
C
)
̸= N, then since the domain of every element

of C is an initial segment of natural numbers, from lemma 2.13 and lemma
3.19(2) there exists some n0 ∈ N such that dom

(⋃
C
)
= An0 , which implies⋃

C ∈ K. If dom
(⋃

C
)
= N, then obviously

⋃
C ∈ K. Now from Zorn’s

lemma, there exists a maximal element of K, which we denote by f0.
If dom(f0) ̸= N, then there exists n ∈ N such that dom(f0) = An. If

rng(f0) = X, we have bij(f0, An, X), which is a contradiction because An

is finite by lemma 3.19(1) and X is infinite by assumption. If rng(f0) ̸= X,
then there exists x ∈ X \ rng(f0). Define the function F := f0 ∪ {(n, x)}.
Obviously f0 ⊂ F ∈ K, which is a contradiction with the maximality of
f0. Therefore, dom(f0) = N. So, we have inj(f0,N, X), and rng(f) ∼ N is
a desired countable subset of X.
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Theorem 3.21. If X ⊆ N is an infinite set, then X is countable.

Proof: From X ⊆ N we have |X| ≤ ℵ0. On the other hand, X is an
infinite set so by theorem 3.20 there exists X0 ⊆ X such that |X0| = ℵ0.
But now we have ℵ0 = |X0| ≤ |X|, and because ≤ is antisymmetric, that
means |X| = ℵ0.

It is now easy to prove that infinity implies Dedekind-infinity, but this
result is not needed for our purposes.

4. The cardinal squaring principle

Definition 4.1. Let κ and λ be cardinal numbers. We define their level
sum as κ+L λ := {z | (∃x ∈ κ)(∃y ∈ λ)(x×{0} ∪ y×{1} ∼ z×{2})} and
their level product as κ ·L λ := {z | (∃x ∈ κ)(∃y ∈ λ)(x× y ∼ z × {2})}.

These two operations are defined in such a way as to assure that their
types are the same as the types of their operands.

Remark 4.2. However, they do not necessarily capture what we expect
of the sum and product of cardinal numbers. More precisely, their results
don’t have to be cardinal numbers. In order for κ ·L λ to be a cardinal
number, it must be nonempty, therefore there must exist x ∈ κ, y ∈ λ and
z such that x × y ∼ z × {2}. But if in particular κ := λ := |V |, then we
must have

V × V ∼ x× y ∼ z × {2} ⊆ V × {2} ⊆ V × V ,

and therefore by Cantor–Bernstein’s theorem V × V ∼ V × {2}, which is
equivalent to VCSP. The other direction is even easier: if VCSP holds, then
for every two cardinals κ and λ, for every x ∈ κ and y ∈ λ, we can restrict
the bijection between V × V and P2

1 (V ) to x× y, and its image obviously
must be of the form P2

1 (z) for some z. The same bijection can also be
restricted to x× {0} ∪ y × {1}, giving us the nonemptiness of κ+ λ.

So, definition 4.1 really defines binary operations on Card if and only if
VCSP holds. While itself a good motivation for the inclusion of VCSP as
an axiom, this argument shows that we must define the cardinal sum and
product differently in order to be able to prove VCSP. We will define the



572 Tin Adlešić, Vedran Čačić

aforementioned operations in the usual way, but some claims will then be
stated with type raising operation T .

Definition 4.3. For every κ = |x| ∈ Card, we define T (κ) := |P1(x)|.

It is important to note that T (κ) for a cardinal number κ does not
depend on the representative x ∈ κ. It is immediate from the definition
that if κ has type n, then T (κ) has type n+ 1. We also define T 0(κ) := κ
and T k+1(κ) = T

(
T k(κ)

)
. It easily follows from the definition that if

T (κ) = T (λ) for some cardinal numbers κ and λ, then κ = λ.
In addition, we introduce the symbol for singleton ι with ι0(x) := x and

ιk+1(x) := {ιk(x)}. Obviously, if x has type n, then ιk(x) has type n+ k.

Definition 4.4. For cardinal numbers κ and λ, we define their outer sum
and outer product as

κ⊕ λ :=
{
z
∣∣ (∃x ∈ κ)(∃y ∈ λ)(z ∼ x× {0} ∪ y × {1})

}
,

κ⊙ λ := {z | (∃x ∈ κ)(∃y ∈ λ)(z ∼ x× y)}.

If κ and λ have type n, then κ⊕ λ and κ⊙ λ have type n+ 2.
It is easy to see that the outer sum and the outer product are commu-

tative. However, for n,m ∈ N ⊆ Card, n +m and n ·m are generally not
the same objects as n⊕m and n⊙m respectively.

Theorem 4.5. Let X be a set and A ⊆ X. Then |X \A| ⊕ |A| = T 2(|X|).

Proof: We need to prove (X \A)×{0}∪A×{1} ∼ P2
1 (X). Since ι2(x) is

type-level with (x, 0) and ι2(y) is type-level with (y, 1), by corollary 3.13 we
can define functions h1(x, 0) := ι2(x), x ∈ X \ A and h2(y, 1) := ι2(y), y ∈
A. Then obviously bij

(
h1 ∪ h2, (X \A)× {0} ∪A× {1},P2

1 (X)
)
.

Theorem 4.6. For every infinite cardinal number κ and for every natural
number n we have κ⊕ n = T 2(κ).

Proof: Let κ = |X| and n = |A|. We need to prove X × {0} ∪A× {1} ∼
P2

1 (X). If n = 0, then A = ∅ = A × {1}. Therefore, we need to prove
X × {0} ∼ P2

1 (X), and one bijection is (x, 0) 7→ ι2(x).
Let n ̸= 0. Then from theorem 3.20 there exists an injection f : N → X

and by theorem 3.16(6) there exists an injection g : A → N. By assump-
tion, A is a finite set, therefore rng(g) is finite (and nonempty). From
theorem 3.16(5) it follows that rng(g) has the greatest element a0.
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By application of corollary 3.13, we can define the following functions:

h1(x, 0) := ι2
(
f
(
f−1(x) + a0 + 1

))
, x ∈ rng(f)

h2(x, 0) := ι2(x), x ∈ X \ rng(f)
h3(a, 1) := ι2

(
f(g(a))

)
, a ∈ A.

Then bij(h1 ∪ h2 ∪ h3, X × {0} ∪ A × {1},P2
1 (X)) can be proved by

cases, and that means we have κ⊕ n = T 2(κ).

Theorem 4.7. ℵ0 ⊕ ℵ0 = T 2(ℵ0).

Proof: We need to prove N× {0} ∪N× {1} ∼ P2
1 (N). By corollary 3.13

we can define functions f1(n, 0) := ι2(2 ·n), n ∈ N and f2(n, 1) := ι2(2 ·n+
1), n ∈ N. Obviously, bij

(
f1 ∪ f2,N× {0} ∪ N× {1},P2

1 (N)
)
.

Theorem 4.8. For every infinite cardinal κ we have κ⊕ κ = T 2(κ).

Proof: Let κ = |X|. We need to prove X × {0} ∪ X × {1} ∼ P2
1 (X).

Formula ∃Y 2
(
Y 2 ⊆ X2 ∧ Y 2 ̸∈ FIN 3 ∧ bij(f6, (Y 2 × {01}2)4 ∪ (Y 2 ×

{11}2)4,P2
1 (Y

2)4)
)
is stratified so we define the set K :=

{
f | ∃Y

(
Y ⊆

X ∧ Y ̸∈ FIN ∧ bij(f, Y × {0} ∪ Y × {1},P2
1 (Y )

))}
, which we order by

inclusion. Because X is infinite, by theorem 3.20 there exists a countable
X0 ⊆ X. Now from theorem 4.7 we get X0×{0}∪X0×{1} ∼ P2

1 (X0), so
there exists a bijection f0 : X0×{0}∪X0×P2

1 (X0), which means f0 ∈ K,
so K is nonempty. Let C be an arbitrary nonempty chain in K. By
lemma 2.13 we get that

⋃
C is an injection. We need to prove

⋃
C ∈ K.

Formula (∃f5 ∈ C6)
(
(
⋃⋃

rng(f5)3)1 = z1
)
is stratified, so we define

the set S :=
{
z | (∃f ∈ C)

(⋃⋃
rng(f) = z

)}
. Application of the double

union on the set rng(f) is necessary to get rid of double P1. We claim⋃
S ⊆ X,

⋃
S is infinite, and rng

(⋃
C
)
= P2

1

(⋃
S
)
.

Let us prove
⋃
S ⊆ X. Let z ∈

⋃
S. Then there exists t ∈ S such

that z ∈ t. There exists f ∈ C such that t =
⋃⋃

rng(f) and z ∈ t. From
rng(f) ⊆ P2

1 (X), we have rng(f) = P2
1 (A) for some infinite A ⊆ X. But

then P2
1 (t) = P2

1

(⋃⋃
rng(f)

)
= P2

1

(⋃⋃
P2

1 (A)
)
= P2

1 (A) = rng(f).
Therefore, t ⊆ X, which implies z ∈ X.

Let us prove that
⋃
S is infinite. Assume the contrary, that it is finite.

Let us fix f ∈ C. Then rng(f) = P2
1 (A) for some infinite A ⊆ X. Now we

have A =
⋃⋃

P2
1 (A) =

⋃⋃
rng(f) ⊆

⋃
S. From lemma 3.15 we get that

A is finite, which is a contradiction.
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Let us prove rng
(⋃

C
)
= P2

1

(⋃
S
)
. If z ∈ rng

(⋃
C
)
, then by

lemma 2.13 there exists f ∈ C such that z ∈ rng(f). That means that there
exists infinite A ⊆ X such that z ∈ rng(f) = P2

1 (A). Then there exists
a ∈ A such that z = ι2(a). We have

⋃⋃
ι2(a) = a ∈ A =

⋃⋃
P2

1 (A) =⋃⋃
rng(f), so A ∈ S, and from that we get a ∈

⋃
S. Now we have

z = ι2(a) ∈ P2
1

(⋃
S
)
.

If z ∈ P2
1

(⋃
S
)
, then there exists b ∈

⋃
S such that z = ι2(b). That

means there exists B ∈ S such that b ∈ B. That implies there exists
f ∈ C such that

⋃⋃
rng(f) = B and b ∈ B. We know that rng(f) =

P2
1 (A) for some infinite A ⊆ X. From that we get z = ι2(b) ∈ P2

1 (B) =
P2

1

(⋃⋃
rng(f)

)
= P2

1

(⋃⋃
P2

1 (A)
)
= P2

1 (A) = rng(f) ⊆ rng
(⋃

C
)
. So,

there exists infinite Z :=
⋃
S ⊆ X such that rng

(⋃
C
)
= P2

1 (Z).

It remains to prove dom
(⋃

C
)
= Z×{0}∪Z×{1}. Let z ∈ dom

(⋃
C
)
,

then by lemma 2.13 there exists f ∈ C such that z ∈ dom(f) = T ×
{0} ∪ T × {1}, for some infinite T ⊆ X. Because f ⊆

⋃
C, we have

P2
1 (T ) = rng(f) ⊆ rng

(⋃
C
)
= P2

1 (Z), which implies T ⊆ Z, that is,
T ×{0} ∪ T ×{1} ⊆ Z ×{0} ∪Z ×{1}. Therefore, z ∈ Z ×{0} ∪Z ×{1},
that is, dom

(⋃
C
)
⊆ Z × {0} ∪ Z × {1}.

If z ∈ Z × {0} ∪ Z × {1}, then z = (a, s), where a ∈ Z and s ∈ {0, 1}.
Then ι2(a) ∈ P2

1 (Z) = rng
(⋃

C
)
, which means there exists f ∈ C such

that ι2(a) ∈ rng(f) = P2
1 (U), for infinite U ⊆ X. Then we have a ∈ U ,

which implies z = (a, s) ∈ U × {0} ∪U × {1} = dom(f), so z ∈ dom
(⋃

C
)
.

Finally, we can conclude
⋃
C ∈ K, and then by Zorn’s lemma, there

exists a maximal element of K. Denote it by f0 : A0 × {0} ∪ A0 × {1} →
P2

1 (A0), where A0 ⊆ X is infinite. We want to prove |X| = |A0|.
By theorem 4.5 we have T 2(|X|) = |X \A0| ⊕ |A0|. We claim that

X \A0 is finite. Assume the contrary, that it is infinite. Then there exists
a countable set B ⊆ X \ A0, which implies A0 ⊆ A0 ∪ B ⊆ X. Because
B is countable, by theorem 4.7 we get B × {0} ∪ B × {1} ∼ P2

1 (B),
so there exists a bijection g0 : B × {0} ∪ B × {1} → P2

1 (B). Obviously,
bij

(
f0∪g0, (A0∪B)×{0}∪ (A0∪B)×{1},P2

1 (A0∪B)
)
. But now we have

f0 ⊂ f0∪g0, which is a contradiction with the maximality of f0. Therefore,
X \A0 is finite. Now from theorem 4.6 we get T 2(|X|) = |X \A0|⊕ |A0| =
T 2(|A0|), that is, |X| = |A0|.
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Theorem 4.9. Let κ be an infinite cardinal and λ ≤ κ.
Then κ⊕ λ = λ⊕ κ = T 2(κ).

Proof: Let A ∈ κ and B ∈ λ. We need to prove A × {0} ∪ B × {1} ∼
P2

1 (A). From λ ≤ κ we have an injection f : B → A. Denote X := rng(f),
which is obviously equipotent with B. By theorem 4.8 we have P2

1 (X) ∼
X × {0} ∪ X × {1} ∼ X × {0} ∪ B × {1}. Then A × {0} ∪ B × {1} =
(A \ X ∪ X) × {0} ∪ B × {1} = (A \ X) × {0} ∪ (X × {0} ∪ B × {1}) ∼
P2

1 (A \X) ∪ P2
1 (X) ∼ P2

1 (A \X ∪X) = P2
1 (A).

Lemma 4.10. For any family of finitely many equipotent infinite sets,
their union is also equipotent with each of them.

Proof: Denote the number of sets with n. The claim is trivial for n = 0
and n = 1. It is enough to prove the claim for n = 2; then the claim for
n ≥ 3 follows by induction.

Let A ∼ B be arbitrary sets and define C := A\B. Then C ⊆ A, which
means inj(idC , C,A), so |C| ≤ |A|. By theorem 4.9, |A| ⊕ |C| = T 2(|A|).
On the other hand, for U := A ∪ B = C ∪ B we have U \ C = B, so by
theorem 4.5, we have |A|⊕|C| = |B|⊕|C| = |U \ C|⊕|C| = T 2(|U |). From
these two facts, |A| = |U | follows.

Theorem 4.11. ℵ0 ⊙ ℵ0 = T 2(ℵ0).

Proof: Formula (∃n1 ∈ N2)
(
a3 = ι2(n1)3∧b3 = (n1, n1)3∧ t5 = (a3, b3)5

)
is stratified, so we can define a relation g :=

{(
ι2(n), (n, n)

) ∣∣ n ∈ N
}
.

Then inj
(
g,P2

1 (N),N× N
)
, which implies T 2(ℵ0) ≤ ℵ0 ⊙ ℵ0.

By corollary 3.13 we can define a function f(m,n) := ι2
(
(m+n) · (m+

n) +m
)
for every m,n ∈ N. We need to prove that f is an injection. Let

n,m, a, b ∈ N be such that (m,n) ̸= (a, b).
The first case is when m + n ̸= a + b, without the loss of generality

m+ n < a+ b. Then m+ n+ 1 = succ(m+ n) ≤ a+ b. So we have

(m+ n) · (m+ n) +m ≤ (m+ n) · (m+ n) +m+ n+m+ n <

< succ
(
(m+ n) · (m+ n+ 2)

)
= (m+ n+ 1) · (m+ n+ 1) ≤

≤ (a+ b) · (m+ n+ 1) ≤ (a+ b) · (a+ b) ≤ (a+ b) · (a+ b) + a,

which implies f(m,n) ̸= f(a, b).
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The second case is when m + n = a + b, and then obviously m ̸= a,
without the loss of generality m < a. Then we have (m+n) ·(m+n)+m =
(a+ b) · (a+ b) +m < (a+ b) + a, and also f(m,n) ̸= f(a, b).

Therefore, f : N × N → P2
1 (N) is an injection, so we have ℵ0 × ℵ0 ≤

T 2(ℵ0). By Cantor–Bernstein’s theorem we get ℵ0 × ℵ0 = T 2(ℵ0).

Theorem 4.12. For every infinite cardinal κ we have κ⊙ κ = T 2(κ).

Proof: Let κ = |X|. We need to prove X × X ∼ P2
1 (X). Formula

∃Y 1
(
Y 1 ⊆ X1∧Y 1 ̸∈ FIN 2∧bij(f5, (Y ×Y )3),P2

1 (Y )3
)
is stratified, so we

can define the setK :=
{
f
∣∣ ∃Y (

Y ⊆ X∧Y ̸∈ FIN∧bij
(
f, Y ×Y,P2

1 (Y )
))}

,
which we order by inclusion. By theorem 3.20 there exists a countable
X0 ⊆ X and by theorem 4.11 we have X0 × X0 ∼ P2

1 (X0), so there
exists a bijection f0 : X0 × X0 → P2

1 (X0), which means f0 ∈ K, so K is
nonempty. Let C be an arbitrary nonempty chain in K. By lemma 2.13
we get that

⋃
C is an injection. We need to prove

⋃
C ∈ K.

We can prove analogously as in the proof of theorem 4.8 that there
exists an infinite Z ⊆ X such that rng

(⋃
C
)
= P2

1 (Z).

It remains to prove dom
(⋃

C
)
= Z × Z. Let z ∈ dom

(⋃
C
)
, then by

lemma 2.13 there exists f ∈ C such that z ∈ dom(f) = T × T , for some
infinite T ⊆ X. Because f ⊆

⋃
C, we have P2

1 (T ) = rng(f) ⊆ rng
(⋃

C
)
=

P2
1 (Z), which implies T ⊆ Z, that is, T ×T ⊆ Z×Z. Therefore, z ∈ Z×Z

and then we have dom
(⋃

C
)
⊆ Z × Z.

If z ∈ Z × Z, then z = (u,w), where u,w ∈ Z. Then ι2(u), ι2(w) ∈
P2

1 (Z) = rng
(⋃

C
)
, which means there exist f1, f2 ∈ C such that ι2(u) ∈

rng(f1) and ι2(w) ∈ rng(f2). Because C is a chain, without the loss of
generality we can assume f1 ⊆ f2, therefore, ι2(u), ι2(w) ∈ rng(f2) =
P2

1 (U) for some infinite U ⊆ X. Then we have u,w ∈ U , which implies
z = (u,w) ∈ U × U = dom(f2) ⊆ dom

(⋃
C
)
, so z ∈ dom

(⋃
C
)
.

We can conclude
⋃
C ∈ K, and then by Zorn’s lemma, there exists

a maximal element of K. Denote it by f0 : A0 × A0 → P2
1 (A0), where

A0 ⊆ X is infinite. Then f0 shows λ ⊙ λ = T 2(λ), where λ := |A0|. It
remains to prove |A0| = |X|.

From A0 ⊆ X, we get |A0| ≤ |X|. Assume |A0| < |X|. Because ≤ is
well-order, either |X \A0| ≤ |A0| or |A0| < |X \A0|. If |X \A0| ≤ |A0|,
by theorems 4.5 and 4.9 we have T 2(|X|) = |X \A0| ⊕ |A0| = T 2(|A0|), so
we get |X| = |A0|, a contradiction. Therefore, |A0| < |X \A0|, so there
exists an injection from A0 to X \A0, which is not a bijection; hence there
exists Z ⊂ X \A0 such that |Z| = |A0| = λ.
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By distributivity we have (A0∪Z)× (A0∪Z) = (A0×A0)∪ (A0×Z)∪
(Z ×A0) ∪ (Z ×Z). Now from A0 ∼ Z we get A0 ×Z ∼ Z ×A0 ∼ Z ×Z,
and then from lemma 4.10

(A0 × Z) ∪ (Z ×A0) ∪ (Z × Z) ∼ Z × Z ∼ P2
1 (Z).

Therefore, there exists a bijection g : (A0×Z)∪(Z×A0)∪(Z×Z) → P2
1 (Z).

Define h := (f0 ∪ g) : (A0 ∪ Z) × (A0 ∪ Z) → P2
1 (A0 ∪ Z). Since

A0 ∩ Z = ∅, h is a bijection such that f0 ⊆ h, and h ∈ K, because A0 ∪ Z
is an infinite subset of X.

We also have f0 ̸= h because for any z ∈ Z ̸= ∅,
(
(z, z), ι2(z)

)
∈ h \ f0,

since Z ⊆ X \ A0. Now we have f0 ⊂ h ∈ K, a contradiction with the
maximality of f0.

Therefore, the assumption |A0| < |X| was wrong, which implies |X| ≤
|A0|, so λ = |A0| = |X| = κ. Now κ⊙ κ = λ⊙ λ = T 2(λ) = T 2(κ).

Remark 4.13. The proofs of theorems about cardinal arithmetic are good
examples of why working with Kuratowski’s ordered pair (or any other
pairs that are not type-level) is tedious. Even the statements of theorems
must be modified in order to accommodate this. Using type-level ordered
pairs greatly reduces the complexity of said proofs.

Theorem 4.14. In NFU+ Inf + AC there exist type-level ordered pairs.

Proof: Denote the cardinal number of the universe as |V | =: κ. We know
from the axiom of infinity that V is an infinite set, so κ is an infinite
cardinal number. From theorem 4.12 we have κ⊙κ = T 2(κ), which means
there is a bijection F : V × V → P2

1 (V ).

Formula F 6
(
(x1, y1)3

)3
= ι2(w1)3 is stratified, so we can define the

set Sxy := {w | F
(
(x, y)

)
= ι2(w)}. Note that Sxy is a singleton: for if

z1, z2 ∈ Sxy, then ι
2(z1) = F

(
(x, y)

)
= ι2(z2), which implies z1 = z2.

For x, y ∈ V we define new ordered pair ⟨x, y⟩ :=
⋃
Sxy. Let us prove

that it satisfies the usual property of ordered pairs and that it is type-level.
Let us first prove the usual property. Let x, y, a, b ∈ V be such that

⟨x, y⟩ = ⟨a, b⟩. By definition, we have F
(
(x, y)

)
= ι2(⟨x, y⟩) and F

(
(a, b)

)
=

ι2(⟨a, b⟩), so F
(
(x, y)

)
= F

(
(a, b)

)
. Since F is an injection, we have

(x, y) = (a, b), which implies x = a and y = b. If x = a and y = b, then
ι2(⟨x, y⟩) = F

(
(x, y)

)
= F

(
(a, b)

)
= ι2(⟨a, b⟩), which implies ⟨x, y⟩ = ⟨a, b⟩.
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Let us prove that they are type-level. Let x, y ∈ V be arbitrary. We
have

z1 ∈ ⟨x, y⟩2 ↔ ∃w2
(
F 7

(
(x2, y2)4

)4
= ι2(w2)4 ∧ z1 ∈ w2

)
.

That proves that if x and y have type n, then ⟨x, y⟩ has type n. Therefore,
we have type-level ordered pairs.

Remark 4.15. Since here we’re primarily concerned with set theory and
not with logic, we are somewhat sloppy with respect to proving existence
versus “pinpointing” some mathematical object. However, in the interest
of completeness, it is important to note that using the logical principle
of existential instantiation [3] we can in fact, having proved ∃F bij

(
F, V ×

V,P2
1 (V )

)
, expand the signature of our theory by a new constant symbol F

and an axiom bij
(
F, V ×V,P2

1 (V )
)
, and it will be a conservative extension.

Then the new constant symbol can be used in other ways, for instance, to
define a two-place function term for the new ordered pair ⟨ , ⟩.

5. Axiomatic extension

We will briefly show how to use the third approach from the introduction.
We start by introducing axioms of NFU (the axiom of extensionality, the
axiom of sethood, and the axiom of stratified comprehension). Next, we
need a few basic notions independent of the usage of ordered pairs.

We are then able to introduce the axiom of choice. The next step is
to introduce natural numbers or, more precisely, the notion of finite sets.
Then we are able to introduce the axiom of infinity.

The only thing left is the introduction of the notion of (Kuratowski’s)
bijection and then we can state the universe cardinal squaring principle.

Definition 5.1.

1. For x, y ∈ V we define their Kuratowski’s ordered pair
(x, y)K :=

{
{x}, {x, y}

}
.

2. For X,Y ∈ SET we define their Kuratowski’s product
X ×K Y := {(x, y)K | x ∈ X ∧ y ∈ Y }.

3. For X and Y we define the notion of Kuratowski’s bijection be-
tween them as bijK(f,X, Y ) :⇔ f ⊆ X ×K Y ∧∀x∃!y

(
(x, y)K ∈ f

)
∧

∧ ∀y∃!x
(
(x, y)K ∈ f

)
.
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Universe cardinal squaring principle:

V ̸∈ FIN → ∃f bijK
(
f, V ×K V,P2

1 (V )
)
.

The universe cardinal squaring principle can be interpreted as a claim
that there exists a (Kuratowski’s) bijection between V ×K V and P2

1 (V ).
The finishing touch is theorem 4.14, and via it, we can define (see

remark 4.15) type-level ordered pairs. We can now develop the theory in
any way needed. Notions independent of ordered pairs will stay the same,
and few should be redefined, replacing Kuratowski’s definitions with type-
level ones.

One important notion that should also be redefined is the notion of
applying the function to an argument, since now the type of f must be
only one higher than the type of x, in order for f(x) to be meaningful and
have a type (equal to the type of x).

The next two results were given to us by an anonymous reviewer.

Theorem 5.2. NFU+ OP proves VCSP.

Proof: Denote with (x, y)K Kuratowski’s ordered pairs and with (x, y)
type-level ordered pairs. Assume V ̸∈ FIN. Since (x, y)K and ι2

(
(x, y)

)
have the same type, by corollary 3.13 we can define a function f

(
(x, y)K

)
=

ι2
(
(x, y)

)
for every x, y ∈ V . Function f is obviously an injection from

V ×K V to P2
1 (V ). On the other hand, function ι2(x) 7→ (x, x)K is ob-

viously an injection from P2
1 (V ) → V ×K V . Now Cantor–Bernstein’s

theorem implies that there exists a bijection between V ×K V and P2
1 (V ).

Therefore, the universe cardinal squaring principle holds.

Theorem 5.3. NFU+ Inf + VCSP does not prove AC.

Proof (Sketch of proof:): First, we know that NFU + Inf interprets
NFU+OP: within any model M of NFU+ Inf we can find a smaller model
M ′ of NFU + OP. More precisely, M ′ is obtained as a doubly iterated
partitive set of V in M [5]. Therefore, the truth of Zermelo’s theorem (and
also of AC) is the same in both M and M ′.

We also know that NFU+Inf does not prove AC [11]: there is a modelM
of NFU+ Inf which does not validate AC. If we carry out the construction
from the previous paragraph, we obtain M ′ which validates NFU and also
Inf [9], while proving VCSP by theorem 5.2 and not validating AC (since if
AC were to hold in M ′, it would also hold in M by the previous paragraph,
which is a contradiction).



580 Tin Adlešić, Vedran Čačić

Conclusion

It is apparent that non-type-level ordered pairs are causing many difficul-
ties. By proving the cardinal squaring principle using Kuratowski’s ordered
pairs we are able to justify NFU+ Inf+AC+VCSP. Not only that, we have
presented the development of NFU with Kuratowski’s ordered pairs that
can be used for further reference, without the need to go through it again
every time type-level ordered pairs are needed.

It is worth emphasizing that everything in this article is done without
the appeal to Rosser’s axiom of counting, which is prominently used in
Rosser’s [13] and Holmes’ book [7]. In our opinion, this shows that the
usage of the axiom of counting, although sometimes making proofs simpler,
is not essential to our approach.
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Zagreb, Croatia

e-mail: veky@math.hr

https://randall-holmes.github.io/head.pdf
https://randall-holmes.github.io/head.pdf
https://randall-holmes.github.io/Nfproof/newattempt.pdf
https://randall-holmes.github.io/Nfproof/newattempt.pdf
https://randall-holmes.github.io/proofsetslogic.pdf
https://randall-holmes.github.io/proofsetslogic.pdf
https://doi.org/10.2307/2267377
https://doi.org/10.2307/2273431
mailto:tin.adlesic@ufzg.hr
mailto:veky@math.hr


Submission Guidelines

Manuscripts Papers submitted to the BSL should be formatted using
the BSLstyle LATEX class with the manuscript option loaded, which can be
downloaded at https://czasopisma.uni.lodz.pl/bulletin/libraryFiles/down-
loadPublic/603. All prospective authors should read the “Instructions for
authors” file included in the style files folder and follow the guidelines in-
cluded there. Abstract and keywords are compulsory parts of each sub-
mission as they will be used in the BSL online search tools. Mind that
an abstract should contain no references and the list of keywords should
consist of at least 3 items. It is also recommended that each author hav-
ing an ORCID number provides it in the .tex source file. Authors who
are unable to comply with these requirements should contact the Editorial
Office in advance.

Paper Length There is no fixed limit imposed on the length of submitted
papers, however one can expect that for shorter papers, up to 18 pages long,
the Editorial Board will be able to reduce the time needed for the reviewing
process.

Footnotes should be avoided as much as possible, however it is not dis-
allowed to use them if necessary.

Bibliography should be formatted using BibTEX and the BSLbibstyle
bibliography style (to be found in the style files folder). It is essential
that to each bibliography item a plain DOI number (i.e., not a full link) is
attached whenever applicable. If a submitted paper is accepted for publica-
tion, the author(s) should provide the bibliography file in the .bib format
among other source files. For more details on bibliography processing the
authors are referred to the “Instructions for authors”. Authors unfamil-
iar with BibTEX are advised to familiarize themselves with this short tu-
torial (https://www.overleaf.com/blog/532-creating-and-managing-biblio-
graphies-with-bibtex-on-overleaf) or video tutorial (https://www.over-
leaf.com/learn/latex/Questions/How_to_include_a_bibliography_using
_bibtex) on managing bibliographies with BibTEX.

Affiliation and mailing addresses of all the authors should be included
in the \Affiliation and \AuthorEmail fields, respectively, in the source
.tex file.

https://czasopisma.uni.lodz.pl/bulletin/libraryFiles/downloadPublic/603
https://czasopisma.uni.lodz.pl/bulletin/libraryFiles/downloadPublic/603
https://www.overleaf.com/blog/532-creating-and-managing-bibliographies-with-bibtex-on-overleaf
https://www.overleaf.com/blog/532-creating-and-managing-bibliographies-with-bibtex-on-overleaf
https://www.overleaf.com/learn/latex/Questions/How_to_include_a_bibliography_using_bibtex
https://www.overleaf.com/learn/latex/Questions/How_to_include_a_bibliography_using_bibtex
https://www.overleaf.com/learn/latex/Questions/How_to_include_a_bibliography_using_bibtex


Submission When the manuscript is ready, it should be submitted
through our editorial platform, using the the «Make a Submission» button.
If the paper is meant to be included in a special issue, the appropriate sec-
tion name should be selected before submitting it. If the paper is regular,
the authors can indicate the editor they would like to supervise the edi-
torial process or leave this decision to the Editorial Office by leaving the
“Comments for the Editor” section blank. For the duration of the whole
editorial process of the manuscript it must not be submitted for review to
any other venue.

Publication Once the manuscript has been accepted for publication and
the galley proof has been revised by the authors, the article is given a DOI
number and published in the Early View section, where articles accepted
for publication and awaiting assignment to an issue are made available
to the public. The authors will be notified when their article is assigned to
an issue.

Copyright permission It is the authors’ responsibility to obtain the
necessary copyright permission from the copyright owner(s) of the submit-
ted paper or extended abstract to publish the submitted material in the
BSL.




	Introduction
	Preliminaries
	Single-valued neutrosophic hyper BCK-subalgebras
	Single-valued neutrosophic hyper BCK-ideals of hyper BCK-algebras
	Conclusion
	Introduction and preliminaries
	On  Hv BE-algebras and some results
	Relations on  Hv BE-algebras
	- relation on Hv BE-algebra
	Conclusion
	Introduction
	Extended Sequent calculi
	A class of normal modal systems
	The sequent calculi EK, ED, ET, EK4, ES4, ED4

	The cut elimination theorem
	E–sequent calculi are equivalent to standard calculi
	Related work
	Starting point: 2–sequents and linear nested sequents.
	Fitting's indexed tableaux
	Mints' sequents
	Cerrato's modal tree sequents
	Other systems

	Introduction
	Preliminaries
	On GE and transitive GE algebras
	Implicative and positive implicative GE algebras
	Preliminary notions
	Related approaches
	Bottomless Boolean algebras
	Tarski algebras and classical implicative lattices

	A naive approach to an equivalence of categories
	A solution: ord-algebras
	The category OAlg(), and the functor P
	P may be seen as part of a monad
	Multialgebras of atoms

	OAlg() and MAlg() are equivalent
	P and A are full and faithful
	P and A are adjoint

	Some consequences and related results
	Syntax
	NFU set theory
	Cardinal numbers
	The cardinal squaring principle
	Axiomatic extension
	Pusta strona
	Bez nazwy



