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# ROUGHNESS OF FILTERS IN EQUALITY ALGEBRAS 


#### Abstract

Rough set theory is an excellent mathematical tool for the analysis of a vague description of actions in decision problems. Now, in this paper by considering the notion of an equality algebra, the notion of the lower and the upper approximations are introduced and some properties of them are given. Moreover, it is proved that the lower and the upper approximations define an interior operator and a closure operator, respectively. Also, using $D$-lower and $D$-upper approximation, conditions for a nonempty subset to be definable are provided and investigated that under which condition $D$-lower and $D$-upper approximation can be filter.
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## 1. Introduction

The rough sets theory introduced by Pawlak in [11] has often proved to be an excellent mathematical tool for the analysis of a vague description of objects called actions in decision problems. Many different problems
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can be addressed by rough sets theory. During the last few years some mathematicians studied about roughness theory in different fields of mathematics. For example an algebraic approach to rough sets has been given by Iwinski in [2]. Rough set theory is applied to semigroups and groups see $[8,9]$. In 1994, Biswas and Nanda in [1] introduced and discussed the concept of rough groups and rough subgroups. Jun in [6] applied rough set theory to BCK-algebras. Recently, Rasouli in [12] introduced and studied the notion of roughness in MV-algebras. A new structure, called equality algebras, is introduced by Jenei in [4] and it is continued in [3, 5]. The study of equality algebras is motivated by EQ-algebras of Novák et al. in [10]. The equality algebra has two connectives, a meet operation and an equivalence, and a constant. Novák et al. in [10] introduced a closure operator in the class of equality algebras, and discussed relations between equality algebras and BCK-algebras.

Zebardast et al. in [13] have shown that there are relations among equality algebras and some of other logical algebras such as residuated lattice, MTL-algebra, BL-algebra, MV-algebra, Hertz-algebra, Heytingalgebra, Boolean-algebra, EQ-algebra and hoop-algebra. They found that under which conditions, equality algebras are equivalent to these logical algebras. Zebardast et al. in [13] also studied commutative equality algebras. They considered characterizations of commutative equality algebras.

In this paper we discuss the roughness of filter of an equality algebra. Using a filter $D$ of an equality algebra $E$, we first define a congruence relation, so called a $D$-congruence relation, on $E$, and construct a $D$-lower and $D$-upper approximation and a $D$-approximation space. We investigate several properties of $D$-lower and $D$-upper approximation. We show that a $D$-lower (resp., $D$-upper) approximation is an interior (resp., closure) operator. In a $D$-approximation space, we define the notions of $D$-lower (resp. a $D$-upper) rough filter, and show that every filter containing $D$ is both a $D$-lower and a $D$-upper rough filter. We provide a characterization of the definable subsets by using $D$-lower and $D$-upper approximation.

## 2. Preliminaries

In this section, we recollect some definitions and results which will be used in this paper.

Definition 2.1. [4] An algebraic structure $(E, \wedge, \sim, 1)$ is called an equality algebra, if for any $u, v, w \in E$ it satisfies in the following conditions.
(E1) $(E, \wedge, 1)$ is a commutative idempotent integral monoid,
(E2) the operation " $\sim$ " is commutative,
(E3) $u \sim u=1$,
(E4) $u \sim 1=u$,
(E5) if $u \leq v \leq w$, then $u \sim w \leq v \sim w$ and $u \sim w \leq u \sim v$,
(E6) $u \sim v \leq(u \wedge w) \sim(v \wedge w)$,
(E7) $u \sim v \leq(u \sim w) \sim(v \sim w)$,
where $u \leq v$ if and only if $u \wedge v=u$.
In an equality algebra $(E, \wedge, \sim, 1)$, for any $u, v \in E$, we define an operation $\rightarrow($ implication $)$ on $E$ by $u \rightarrow v:=u \sim(u \wedge v)$.

Proposition $2.2([4])$. Let $(E, \wedge, \sim, 1)$ be an equality algebra. Then for any $u, v, w \in E$ the following assertions are valid.
(i) $u \rightarrow v=1$ if and only if $u \leq v$,
(ii) $u \sim v=1$ if and only if $u=v$,
(iii) $u \rightarrow(v \rightarrow w)=v \rightarrow(u \rightarrow w)$,
(iv) $1 \rightarrow u=u, u \rightarrow 1=1$ and $u \rightarrow u=1$,
$(v) u \leq v \rightarrow w$ if and only if $v \leq u \rightarrow w$,
(vi) $u \leq v \rightarrow u$,
(vii) $u \leq(u \rightarrow v) \rightarrow v$,
(viii) $u \rightarrow v \leq(v \rightarrow w) \rightarrow(u \rightarrow w)$,
(ix) if $v \leq u$, then $u \leftrightarrow v=u \rightarrow v=u \sim v$,
$(x)$ if $u \leq v$, then $v \rightarrow w \leq u \rightarrow w$ and $w \rightarrow u \leq w \rightarrow v$,
$(x i)((u \rightarrow v) \rightarrow v) \rightarrow v=u \rightarrow v$.
An equality algebra $E$ is bounded if there exists an element $0 \in E$ such that $0 \leq u$, for all $u \in E$. In a bounded equality algebra $E$, we define the negation "' " on $E$ by $u^{\prime}=u \rightarrow 0=u \sim 0$, for all $u \in E$.

A subset $D$ of $E$ is called a deductive system (or filter) of $E$ if for any $u, v \in E$, it satisfies in the following statements:
(F1) If $u \leq v$ such that $u \in D$, then $v \in D$,
(F2) If $u \in D$ and $u \sim v \in D$, then $v \in D$.

Denote by $\mathcal{D S}(E)$ the set of all deductive systems of $E$ (see [5]).
Lemma 2.3. [3] Let $(E, \sim, \wedge, 1)$ be an equality algebra. A subset $D$ of $E$ is a deductive system of $E$ if and only if $1 \in D$ and for any $u, v \in E$ if $u \in D$ and $u \rightarrow v \in D$, then $v \in D$.
Definition 2.4. [13] An equality algebra $(E, \wedge, \sim, 1)$ is called commutative, if for any $u, v \in E$,

$$
(u \rightarrow v) \rightarrow v=(v \rightarrow u) \rightarrow u .
$$

Let $\varrho$ be an equivalence relation on a set $E$ and let $\mathcal{P}(E)$ denote the power set of $E$. For all $x \in E$, let $[x]_{\varrho}$ denote the equivalence class of $x$ with respect to $\varrho$. Let $\varrho_{*}$ and $\varrho^{*}$ be mappings from $\mathcal{P}(E)$ to $\mathcal{P}(E)$ defined by

$$
\varrho_{*}: \mathcal{P}(E) \rightarrow \mathcal{P}(E), D \mapsto\left\{x \in E \mid[x]_{\varrho} \subseteq D\right\}
$$

and

$$
\varrho^{*}: \mathcal{P}(E) \rightarrow \mathcal{P}(E), D \mapsto\left\{x \in E \mid[x]_{\varrho} \cap D \neq \emptyset\right\}
$$

respectively. The pair $(E, \varrho)$ is called an approximation space based on $\varrho$. A subset $D$ of $E$ is called definable if $\varrho *(D)=\varrho^{*}(D)$, and rough otherwise. The set $\varrho_{*}(D)$ (resp., $\varrho^{*}(D)$ ) is called the lower (resp. upper) approximation.

Notation. In the following, we suppose $(E, \wedge, \sim, 1)$ is an equality algebra with the induced operation " $\rightarrow$ " (or simply denoted by $E$ ) and $D$ is a filter of $E$, unless otherwise stated.

## 3. Roughness of filters

In this section, we define the notion of the lower and the upper approximations on equality algebras and investigate some properties of them. Also, we show that the lower and the upper approximations form an interior operator and a closure operator, respectively.

Let $\cong_{D}$ be a relation on $E$ which is defined by

$$
x \cong_{D} y \text { if and only if } x \sim y \in D .
$$

By routine caculation, it is clear that $\cong_{D}$ is an equivalence relation on $E$ related to $D$. Further, we know that $\cong_{D}$ satisfies the following condition: if $u \cong_{D} v$ and $x \cong_{D} y$, then $(u \sim x) \cong_{D}(v \sim y)$ and $(u \wedge x) \cong_{D}(v \wedge y)$. Thus $\cong_{D}$ is a congruence relation on $E$ and we say $\cong_{D}$ is the $D$-congruence relation on $E$. Denote by $E / D$ the collection of all equivalence classes, that is, $E / D=\{D[x] \mid x \in E\}$. Then $D[1]=D$. For any $D[x], D[y] \in E / D$, define two binary operations " $\square$ " and " $\approx$ " on $E / D$ as follows:

$$
D[x] \sqcap D[y]=D[x \wedge y] \quad \text { and } \quad D[x] \approx D[y]=D[x \sim y] .
$$

It is routine to verify that $(E / D, \sqcap, \approx, D[1])$ is an equality algebra, and for any $D[x], D[y] \in E / D$, the implication " $\rightsquigarrow$ " on $E / D$ is given by,

$$
D[x] \rightsquigarrow D[y]=D[x \rightarrow y] .
$$

For the $D$-congruence relation $\cong_{D}$ on $E$, consider the mappings

$$
\begin{aligned}
& \underline{\text { appr }}_{D}: \mathcal{P}(E) \rightarrow \mathcal{P}(E), L \mapsto\{x \in E \mid D[x] \subseteq L\}, \\
& \overline{a p p r}_{D}: \mathcal{P}(E) \rightarrow \mathcal{P}(E), L \mapsto\{x \in E \mid D[x] \cap L \neq \emptyset\},
\end{aligned}
$$

which are called the $D$-lower approximation and the $D$-upper approximation of $L$, respectively. Then $\left(E, \cong_{D}\right)$ is an approximation space based on the filter $D$ of $E$ (briefly, $D$-approximation space), and it is denoted by $(E, D)$. A subset $L$ of $E$ is said to be definable with respect to $D$ if $\underline{a p p r}_{D}(L)=\overline{\operatorname{appr}}_{D}(L)$, and rough otherwise.

The next proposition is similar to the Proposition 3.3 in [7].
Proposition 3.1. [7] Let $(E, D)$ be a $D$-approximation space. For any $L, M \in \mathcal{P}(E)$, we have
(i) $\underline{a p p r}_{D}(L) \subseteq L \subseteq \overline{a p p r}_{D}(L)$,
(ii) $\underline{a p p r}_{D}(L \cap M)=\underline{a p p r}_{D}(L) \cap \underline{a p p r}_{D}(M)$,
(iii) $\underline{a p p r}_{D}(L) \cup \underline{a p p r}_{D}(M) \subseteq \underline{a p p r}_{D}(L \cup M)$,
(iv) $\overline{\operatorname{appr}}_{D}(L \cap M) \subseteq \overline{a p p r}_{D}(L) \cap \overline{a p p r}_{D}(M)$,
(v) $\overline{a p p r}_{D}(L) \cup \overline{a p p r}_{D}(M)=\overline{a p p r}_{D}(L \cup M)$,
(vi) $\underline{a p p r}_{D}\left(\overline{a p p r}_{D}(L)\right) \subseteq \overline{a p p r}_{D}\left(\overline{a p p r}_{D}(L)\right)$,
(vii) $\left.\underline{\operatorname{appr}}_{D}\left(\underline{\operatorname{appr}}_{D}(L)\right) \subseteq \overline{\operatorname{appr}}_{D} \underline{\operatorname{appr}}_{D}(L)\right)$,
(viii) $\underline{\operatorname{appr}}_{D}\left(L^{c}\right)=\left(\overline{\operatorname{appr}}_{D}(L)\right)^{c}$,
(ix) $\overline{\operatorname{appr}}_{D}\left(L^{c}\right)=\left(\underline{a p p r}_{D}(L)\right)^{c}$,
(x) $\underline{\operatorname{appr}}_{D}(L)=\emptyset$ for $L \neq E$,
(xi) $\overline{\operatorname{appr}}_{D}(L)=L$ for $L \neq \emptyset$,
(xii) $\underline{a p p r}_{D}(L)=L$ if and only if $\overline{a p p r}_{D}\left(L^{c}\right)=L^{c}$.

Definition 3.2. Suppose $S$ is a set. A function $C: \mathcal{P}(S) \rightarrow \mathcal{P}(S)$ is called a closure operator on a set $S$ if for all subsets $X, Y \subseteq S$, the following conditions hold:
$\left(C_{1}\right) X \subseteq C(X)$,
$\left(C_{2}\right)$ if $X \subseteq Y$, then $C(X) \subseteq C(Y)$,
$\left(C_{3}\right) C(C(X))=C(X)$.
Definition 3.3. Suppose $S$ is a set. A function int: $\mathcal{P}(S) \rightarrow \mathcal{P}(S)$ is said to be an interior operator on a set $S$ if for all subsets $X, Y \subseteq S$, the following conditions hold:
(i) $\operatorname{int}(X) \subseteq X$,
(ii) if $X \subseteq Y$, then $\operatorname{int}(X) \subseteq \operatorname{int}(Y)$,
(iii) $\operatorname{int}(\operatorname{int}(X))=\operatorname{int}(X)$.

Theorem 3.4. Let $(E, D)$ be a $D$-approximation space. Then $\underline{a p p r}_{D}$ and $\overline{a p p r}_{D}$ are an interior operator and a closure operator, respectively.

Proof: The proof is clear.
Proposition 3.5. Let $(E, D)$ be a $D$-approximation space. Then $D[x]$ is definable with respective to $D$, for all $x \in E$.

Proof: By Proposition 3.1(i), it is clear that $\operatorname{appr}_{D}(D[x]) \subseteq \overline{\operatorname{appr}}_{D}(D[x])$, for all $x \in E$. Let $y \in \overline{a p p r}_{D}(D[x])$. Then $D[y] \cap D[x] \neq \emptyset$, and so
$D[x]=D[y]$. Thus $y \in \frac{\text { appr }}{D}(D[x])$. Therefore, $D[x]$ is definable with respective to $D$ for all $x \in E$.

Proposition 3.6. Let $(E, D)$ be a $D$-approximation space with $D=\{1\}$. Then every subset of $E$ is definable.

Proof: The proof is straightforward.
Corollary 3.7. Every equality algebra is definable with respect to any filter.

Proof: The proof is clear.
Proposition 3.8. Let $\cong_{D}$ and $\cong_{B}$ be equivalence relations on $E$ related to filters $D$ and $B$ respectively. If $D \subseteq B$, then $\cong_{D} \subseteq \cong_{B}$.

Proof: Let $x, y \in E$ such that $x \cong_{D} y$. Then $x \sim y \in D \subseteq B$, which implies that $x \cong_{B} y$. Hence $\cong_{D} \subseteq \cong_{B}$.

For any subsets $D$ and $B$ of $E$, we define

$$
\begin{gathered}
D \wedge B=\{u \wedge v \mid u \in D, v \in B\}, \quad D \sim B=\{u \sim v \mid u \in D, v \in B\}, \\
\text { and } D \rightarrow B=\{u \rightarrow v \mid u \in D, v \in B\} .
\end{gathered}
$$

If either $D$ or $B$ is empty, then we define $D \wedge B=\emptyset, D \sim B=\emptyset$ and $D \rightarrow B=\emptyset$. It is clear that $D \rightarrow B=(D \wedge B) \sim D$.

Proposition 3.9. Let $(E, D)$ be a $D$-approximation space. Given a $D$-congruence relation $\cong_{D}$ on $E$, if $L, M \in \mathcal{P}(E)$, then
(i) $\overline{a p p r}_{D}(L) \rightarrow \overline{a p p r}_{D}(M) \subseteq \overline{a p p r}_{D}(L \rightarrow M)$,
(ii) $\overline{a p p r}_{D}(L) \wedge \overline{a p p r}_{D}(M) \subseteq \overline{a p p r}_{D}(L \wedge M)$,
(iii) $\overline{a p p r}_{D}(L) \sim \overline{a p p r}_{D}(M) \subseteq \overline{\operatorname{appr}}_{D}(L \sim M)$.

Proof: (i) Let $w \in \overline{a p p r}_{D}(L) \rightarrow \overline{a p p r}_{D}(M)$. Then $w=u \rightarrow v$ for some $u \in \overline{a p p r}_{D}(L)$ and $v \in \overline{a p p r}_{D}(M)$, and so $D[u] \cap L \neq \emptyset$ and $D[v] \cap M \neq \emptyset$. It follows that there are $x, y \in E$ such that $x \in D[u] \cap L$ and $y \in D[v] \cap M$. Since $\cong_{D}$ is a $D$-congruence relation on $E$, we have

$$
x \rightarrow y \in D[u] \rightarrow D[v]=D[u \rightarrow v]=D[w] .
$$

Since $x \rightarrow y \in L \rightarrow M$, it follows that $x \rightarrow y \in D[w] \cap(L \rightarrow M)$, and so $w \in \overline{a p p r}_{D}(L \rightarrow M)$. Hence, (i) is valid.
(ii) Let $w \in \overline{a p p r}_{D}(L) \wedge \overline{a p p r}_{D}(M)$. Then $w=u \wedge v$ for some $u \in$ $\overline{a p p r}_{D}(L)$ and $v \in \overline{a p p r}_{D}(M)$. Since $u \in \overline{a p p r}_{D}(L)$ and $v \in \overline{a p p r}_{D}(M)$, there exist $x \in D[u] \cap L$ and $y \in D[v] \cap M$. It follows that $x \cong_{D} u$ and $y \cong_{D} v$. Since $\cong_{D}$ is a congruence relation on $E$, we have $x \wedge y \cong_{D}$ $u \wedge v=w$. Then $x \wedge y \in D[u \wedge v]=D[w]$ and $x \wedge y \in L \wedge M$. Hence $x \wedge y \in D[w] \cap(L \wedge M)$, that is, $D[w] \cap(L \wedge M) \neq \emptyset$, and so $w \in \overline{a p p r}_{D}(L \wedge M)$. Therefore

$$
\overline{a p p r}_{D}(L) \wedge \overline{a p p r}_{D}(M) \subseteq \overline{a p p r}_{D}(L \wedge M)
$$

(iii) The proof is similar to the proof of (ii).

Proposition 3.10. For a $D$-approximation space $(E, D)$ and any $L, M \in$ $\mathcal{P}(E)$, we have
(i) $\underline{\operatorname{appr}}_{D}(L) \rightarrow \underline{a p p r}_{D}(M) \subseteq \underline{a p p r}_{D}(L \rightarrow M)$.
(ii) $\underline{a p p r}_{D}(L) \wedge{\underline{a p p r}_{D}^{D}}_{D}(M) \subseteq{\overline{a p p r}_{D}^{D}}_{D}(L \wedge M)$.

Proof: (i) Let $w \in \underline{\operatorname{appr}}_{D}(L) \rightarrow \underline{a p p r}_{D}(M)$. Then $w=u \rightarrow v$ for some $u \in \underline{a p p r}_{D}(L)$ and $v{\underset{\sim 1}{a p p r}}_{D}(M)$. Hence $D[u] \subseteq L$ and $D[v] \subseteq M$. It follows that

$$
D[u \rightarrow v]=D[u] \rightarrow D[v] \subseteq L \rightarrow M
$$

Then $w=u \rightarrow v \in \underline{a^{p p r}}{ }_{D}(L \rightarrow M)$.
(ii) If $x \in \operatorname{appr}_{D}^{(L)} \wedge \operatorname{appr}_{D}(M)$, then there exist $u \in \operatorname{appr}_{D}(L)$ and $v \in \underline{a p p r}_{D}(M)$ such that $\overline{x=u} D \wedge, D[u] \subseteq L$ and $D[v] \subseteq \bar{M}$. It follows that

$$
D[x]=D[u \wedge v]=D[u] \wedge D[v] \subseteq L \wedge M
$$

Hence $x \in \underline{a p p r}_{D}(L \wedge M)$, and therefore

$$
\underline{a p p r}_{D}(L) \wedge \underline{\operatorname{appr}}_{D}(M) \subseteq_{\operatorname{appr}_{D}}(L \wedge M)
$$

(iii) Let $x \in \operatorname{appr}_{D}(L) \sim \operatorname{appr}_{D}(M)$. Then $x=u \sim v$ for some $u \in \underline{a p p r}_{D}(L)$ and $v \in \underline{a p p r}_{D}(M)$. Thus $D[u] \subseteq L$ and $D[v] \subseteq M$, which imply that

$$
D[x]=D[u \sim v]=D[u] \sim D[v] \subseteq L \sim M
$$

Hence $x \in \underline{\operatorname{appr}_{D}}(L \sim M)$.
Proposition 3.11. Let $(E, D)$ be a $D$-approximation space and $L, M \in$ $\mathcal{P}(E)$. If $\underline{a p p r}_{D}(L \sim M)=\emptyset\left(\right.$ resp.,$\underline{a p p r}_{D}(L \wedge M)=\emptyset$ and $\underline{a p p r}_{D}(L \rightarrow$ $M)=\emptyset$ ), then $\underline{a p p r}_{D}(L)=\emptyset$ or $\underline{a p p r}_{D}^{(M)}=\emptyset$.

Proof: Let $L, M \in \mathcal{P}(E)$ such that $\underline{\text { appr }}_{D}(L) \neq \emptyset$ and $\underline{a p p r}_{D}(M) \neq \emptyset$. Then there exist $u \in \underline{a p p r} D_{D}(L)$ and $v \in{ }^{a p p r}{ }_{D}(M)$, such that $D[u] \subseteq L$ and $D[v] \subseteq M$. Since $\overline{u \in D}[u]$ and $v \in \overline{D[v]}$, we have $u \in L$ and $v \in M$. Then $u \sim v \in L \sim M$, and so

$$
u \sim v \in D[u \sim v]=D[u] \sim D[v] \subseteq L \sim M
$$

Hence $\underset{\text { appr }}{\text { app }}(L \sim M) \neq \emptyset$, which is a contradiction. Therefore, $\underline{\text { appr }}_{D}(L)=$ $\emptyset$ or $\underset{a_{p p r}}{D}(M)=\emptyset$.

The proof of other cases is similar.
Definition 3.12. Let $(E, D)$ be a $D$-approximation space. A subset $L$ of $E$ is called a $D$-lower (resp. a $D$-upper) rough filter of $E$ if $\underline{\text { appr }}_{D}(L)$ (resp., $\left.\overline{\operatorname{appr}}_{D}(L)\right)$ is a filter of $E$. If $L$ is both a $D$-lower and a $D$-upper filters of $E$, then $L$ is called a $D$-rough filter of $E$.

Example 3.13. Let $E=\{0, u, v, 1\}$ be a set with the following Hasse diagram.


Then $(E, \wedge, 1)$ is a commutative idempotent integral monoid. We define a binary operation " $\sim$ " on $E$ by the following table.

| $\sim$ | 0 | $u$ | $v$ | 1 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | $v$ | $u$ | 0 |
| $u$ | $v$ | 1 | 0 | $u$ |
| $v$ | $u$ | 0 | 1 | $v$ |
| 1 | 0 | $u$ | $v$ | 1 |

Then $\mathcal{E}=(E, \wedge, \sim, 1)$ is an equality algebra, and the implication " $\rightarrow$ " is given by the following Cayley table.

| $\rightarrow$ | 0 | $u$ | $v$ | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 |
| $u$ | $v$ | 1 | $v$ | 1 |
| $v$ | $u$ | $u$ | 1 | 1 |
| 1 | 0 | $u$ | $v$ | 1 |

Consider a $D$-approximation space $(E, D)$ where $D=\{u, 1\}$ is a filter of $E$. Then $D[u]=D[1]=\{u, 1\}$ and $D[v]=D[0]=\{v, 0\}$. For a subset $L=\{0, u, 1\}$ of $E$, we have

$$
\underline{\operatorname{appr}}_{D}(L)=\{x \in E \mid D[x] \subseteq\{0, u, 1\}\}=\{u, 1\},
$$

and

$$
\overline{\operatorname{appr}}_{D}(L)=\{x \in E \mid D[x] \cap\{0, u, 1\} \neq \emptyset\}=\{0, u, v, 1\},
$$

are filters of $E$. Hence $D$ is a $D$-rough filter of $E$. If we take a subset $M=\{v\}$ of $E$, then $\underline{a p p r}_{D}(M)=\emptyset$ and $\overline{a p p r}_{D}(M)=\{0, v\}$ are not filters of $E$. Hence $D$ is not a $D$-rough filter of $E$. Also, if we take a subset $K=\{u, 1\}$ of $E$, then $\underline{a p p r}_{D}(K)=\emptyset$ that is not a filter of $E$ and $\overline{\operatorname{appr}}_{D}(K)=\{u, 1\}$ is a filter of $E$. Hence $D$ is a $D$-upper rough filter of $E$.

The extension theorem of $D$-upper rough filter of $E$ is obtained from the following theorem.

Theorem 3.14. Let $(E, D)$ be a D-approximation space. Then every filter $L$ of $E$ which contains $D$ is a $D$-upper rough filter of $E$.

Proof: Let $L$ be a filter of $E$ such that $D \subseteq L$. Then $D[1] \cap L \neq \emptyset$, and so $1 \in \overline{a p p r}_{D}(L)$. Suppose $x, y \in E$ such that $x \in \overline{\operatorname{appr}}_{D}(L)$ and $x \sim y \in \overline{a p p r}_{D}(L)$. Then $D[x] \cap L \neq \emptyset$ and $D[x \sim y] \cap L \neq \emptyset$, which imply that there exist $u, v \in L$ such that $u \in D[x]$ and $v \in D[x \sim y]$. Hence $u \cong_{D} x$ and $v \cong_{D}(x \sim y)$. It follows that $u \sim x \in D \subseteq L$ and $v \sim(x \sim y) \in D \subseteq L$. Since $u, v \in L$ and $L$ is a filter of $E$, we have $x \in L$ and $x \sim y \in L$, and so $y \in L$. Note that $y \in D[y]$, and so $y \in D[y] \cap L$. Hence $y \in \overline{a p p r}_{D}(L)$, and therefore $\overline{a p p r}_{D}(L)$ is a filter of $E$, that is, $L$ is a $D$-upper rough filter of $E$.

Corollary 3.15. Let $(E, D)$ be a $D$-approximation space with $D=\{1\}$. Then every filter $L$ of $E$ is a $D$-upper rough filter of $E$.

In the following example we show that the converse of Theorem 3.14 is not true, in general.

Example 3.16. Let $E$ be the equality algebra as in Example 3.13 and $(E, D)$ be a $D$-approximation space of $E$. Suppose $D=\{u, 1\}$ is a filter of $E$ and $\cong_{D}$ is an equivalence relation on $E$ related to $D$. Then $D[0]=\{0, v\}=D[v]$ and $D[u]=D=D[1]$. Let $L=\{v, 1\}$ be a subset of $E$. Then $L$ does not contain $D$ and

$$
\overline{\operatorname{appr}}_{D}(L)=\{x \in E \mid D[x] \cap L \neq \emptyset\}=E .
$$

Thus $L$ is a $D$-upper rough filter of $E$.
Theorem 3.17. Let $(E, D)$ be a $D$-approximation space. Then every filter $L$ of $E$ which contains $D$ is a $D$-lower rough filter of $E$.

Proof: Let $L$ be a filter of $E$ such that $D \subseteq L$. Since $D=D[1]$, if $x \in D[1]$, then $x \in D \subseteq L$, and so $D[1] \subseteq L$. Hence $1 \in \operatorname{appr}_{D}(L)$. Let $x, y \in E$ such that $x \in \operatorname{appr}_{D}(L)$ and $x \sim y \in \underline{a p p r}_{D}(L)$. Then $D[x] \subseteq L$ and $D[x] \sim D[y]=D\left[\overline{x \sim}^{D} y \subseteq L\right.$. Let $u \in \bar{D}[x]_{D}$ and $v \in D[y]$. Then $u \cong_{D} x$ and $v \cong_{D} y$, which imply that $(u \sim v) \cong_{D}(x \sim y)$, that is, $u \sim v \in D[x \sim y] \subseteq L$. Since $u \in L$ and $L$ is a filter of $E$, we get $v \in L$ and $D[y] \subseteq L$. Thus $y \in \underline{a p p r}{ }_{D}(L)$, and therefore $\underline{a p p r}_{D}(L)$ is a filter of $E$. Consequently, $L$ is a $D$-lower rough filter of $E$.

Corollary 3.18. Let $(E, D)$ be a $D$-approximation space such that $D=$ $\{1\}$. Then every filter $L$ of $E$ is a $D$-lower rough filter of $E$.

Proposition 3.19. Let $(E, D)$ be a $D$-approximation space. For any subset $L$ of $E$, we have
(i) $D \subseteq L$ if and only if $D \subseteq \underline{a p p r}_{D}(L)$.
(ii) $L \subseteq D$ if and only if $\overline{a p p r}_{D}(L)=D$.

Proof: (i) Assume that $D \subseteq L$. If $x \in D$, then $D[x]=D \subseteq L$. Hence $x \in \underline{a p p r}_{D}(L)$, and so $D \subseteq \underline{\operatorname{appr}}_{D}(L)$. By Proposition 3.1(i), the proof of converse is clear.
(ii) Suppose $L \subseteq D$ and $x \in \overline{\operatorname{appr}}_{D}(L)$. Then $D[x] \cap L \neq \emptyset$, and thus there exists $y \in D[x] \cap L$ which implies that $D[x]=D[y]$ and $y \in L$. Hence $D[y]=D$, and so $x \in D$. This shows that $\overline{a p p r}_{D}(L) \subseteq D$. Let $z \in D$.

Then $D[z]=D$ and so $D[z] \cap L=D \cap L \neq \emptyset$. Thus $z \in \overline{a p p r}_{D}(L)$, that is, $D \subseteq \overline{a p p r}_{D}(L)$. By Proposition 3.1(i), the proof of converse is clear.
Corollary 3.20. Let $(E, D)$ be a $D$-approximation space. If $L$ is a filter of $E$ such that $L \subseteq D$, then $L$ is a $D$-upper rough filter of $E$.
Theorem 3.21. If $L$ is a filter in a $D$-approximation space $(E, D)$, then
(i) $D \subseteq \overline{a p p r}_{D}(L)$.
(ii) $D \subseteq L$ if and only if $\underline{\text { appr }}{ }_{D}(L) \subseteq L=\overline{a p p r}_{D}(L)$.

Proof: (i) Let $x \in D$. Since $x \in D[x]$, it is clear that $1 \in D[x]$. Moreover, since $L$ is a filter in a $D$-approximation space $(E, D)$, we have $1 \in L$ and so $1 \in D[x] \cap L$. Hence $x \in \overline{a p p r}_{D}(L)$, and therefore $D \subseteq \overline{a p p r}_{D}(L)$.
(ii) Assume that $D \subseteq L$. Then by Proposition $3.1(\mathrm{i}), \operatorname{appr}_{D}(L) \subseteq L \subseteq$ $\overline{a p p r}_{D}(L)$. Let $x \in \overline{a p p r}_{D}(L)$. Then $D[x] \cap L \neq \emptyset$ and thus there exists $u \in L$ such that $u \in D[x]$. Since $D \subseteq L$, it follows that $u \sim x \in D \subseteq L$. Hence $x \in L$ and so $\overline{a p p r}_{D}(L) \subseteq L$.

Conversely, suppose $\underline{a p p r}_{D}(L) \subseteq L=\overline{a p p r}_{D}(L)$ and $x \in D$. Since $D$ and $L$ are filters, we get $\overline{1 \in D} \cap L=D[x] \cap L$. Hence $x \in \overline{a p p r}_{D}(L)=L$. Therefore $D \subseteq L$.
Corollary 3.22. If $L$ is a filter of a $D$-approximation space $(E, D)$, then

$$
\underline{\operatorname{appr}}_{D}(L)=L=\overline{\operatorname{appr}}_{D}(L)
$$

and $L$ is a $D$-rough filter of $E$.
For any nonempty subset $L$ of $E$, we let $L^{\prime}=\left\{x^{\prime} \mid x \in L\right\}$. It is clear that if $L$ and $M$ are nonempty subsets of $E$, then $L \subseteq M$ staisfies $L^{\prime} \subseteq M^{\prime}$. Proposition 3.23 . In a $D$-approximation space $(E, D)$, for any $L \in \mathcal{P}(E) \backslash\{\emptyset\}$, we have $\left(\overline{a p p r}_{D}(L)\right)^{\prime} \subseteq \overline{a p p r}_{D}\left(L^{\prime}\right)$.
Proof: Let $u \in\left(\overline{a p p r}_{D}(L)\right)^{\prime}$ for any nonempty subset $L$ of $E$. Then $u=x^{\prime}$ for some $x \in \overline{a p p r}_{D}(L)$ and so $D[x] \cap L \neq \emptyset$. It follows that there exists $v \in L$ such that $v \in D[x]$, which implies that $v^{\prime} \in L^{\prime}$ and $v \sim x \in D$. By (E2) and (E7) we have

$$
v \sim x=x \sim v \leq(x \sim 0) \sim(v \sim 0)=x^{\prime} \sim v^{\prime}
$$

Since $D$ is a filter of $E$ and $u=x^{\prime}$, it follows that $u \sim v^{\prime}=x^{\prime} \sim v^{\prime} \in D$. Hence $v^{\prime} \in D[u] \cap L^{\prime}$, that is, $D[u] \cap L^{\prime} \neq \emptyset$. Therefore $u \in \overline{a p p r}_{D}\left(L^{\prime}\right)$ which shows that $\left(\overline{a p p r}_{D}(L)\right)^{\prime} \subseteq \overline{a p p r}_{D}\left(L^{\prime}\right)$.

The next example shows that the converse of Proposition 3.23 is not true in general.

Example 3.24. Let $E=\{0, u, v, w, 1\}$ be a set with the following Hasse diagram.


Then $(E, \wedge, 1)$ is a commutative idempotent integral monoid. We define a binary operation " $\sim$ " on $E$ by Table 1.

Table 1. Table of the implication " $\sim$ "

| $\sim$ | 0 | $u$ | $v$ | $w$ | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 | 0 | 0 |
| $u$ | 0 | 1 | $w$ | $v$ | $u$ |
| $v$ | 0 | $w$ | 1 | $u$ | $v$ |
| $w$ | 0 | $v$ | $u$ | 1 | $w$ |
| 1 | 0 | $u$ | $v$ | $w$ | 1 |

Then $\mathcal{E}=(E, \wedge, \sim, 1)$ is an equality algebra, and the implication " $\rightarrow$ " is given by Table 2 .

Table 2. Table of the implication " $\rightarrow$ "

| $\rightarrow$ | 0 | $u$ | $v$ | $w$ | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 | 1 |
| $u$ | 0 | 1 | $v$ | $v$ | 1 |
| $v$ | 0 | $u$ | 1 | $u$ | 1 |
| $w$ | 0 | 1 | 1 | 1 | 1 |
| 1 | 0 | $u$ | $v$ | $w$ | 1 |

Let $D=\{u, 1\}$. It is clear that $D$ is a filter of $E$. Let $\cong_{D}$ be an equivalence relation on $E$ related to $D$. Then $D[1]=D[u]=\{u, 1\}, D[w]=$ $D[v]=\{v, w\}$ and $D[0]=\{0\}$. If $L=\{0, u\}$, then $L^{\prime}=\{0,1\}$. Thus

$$
\overline{\operatorname{appr}}_{D}\left(L^{\prime}\right)=\{0, u, 1\} \quad, \quad \overline{a p p r}_{D}(L)=\{0, u, 1\}
$$

But $\left(\overline{a p p r}_{D}(L)\right)^{\prime}=(\{0, u, 1\})^{\prime}=\{0,1\}$. Hence $\overline{a p p r}_{D}\left(L^{\prime}\right) \nsubseteq\left(\overline{a p p r}_{D}(L)\right)^{\prime}$.
In the following example, we show that there exists a nonempty subset $L$ of $E$ such that $\underline{a p p r}_{D}\left(L^{\prime}\right) \nsubseteq\left(\underline{a p p r}_{D}(L)\right)^{\prime}$.
Example 3.25 . Let $(E, D)$ be a $D$-approximation space where $E$ be the equality algebra as in Example 3.13 and $D=\{u, 1\}$ be a filter of $E$. If $L=\{u, 0\}$, then $L^{\prime}=\{0,1\}$. Thus $\underline{a p p r}_{D}\left(L^{\prime}\right)=\{0\}$ and $\underline{\operatorname{appr}_{D}}(L)=\{0\}$, and so $\left.\underline{a p p r}_{D}(L)\right)^{\prime}=\{1\}$. Hence $\underline{\underline{a p p r}_{D}}\left(L^{\prime}\right) \nsubseteq\left(\underline{a p p r}{ }_{D}(L)\right)^{\prime}$.

Proposition 3.26. Let $(E, D)$ be a $D$-approximation space and $L$ be a nonempty subset of $E$. Then
(i) $\mathcal{R}(E) \cap \overline{a p p r}_{D}\left(L^{\prime}\right) \subseteq\left(\overline{a p p r}_{D}\left(L^{\prime \prime}\right)\right)^{\prime}$,
(ii) $\mathcal{R}(E) \cap \overline{a p p r}_{D}\left((L \cap \mathcal{R}(E))^{\prime}\right) \subseteq\left(\overline{a p p r}_{D}(L)\right)^{\prime}$,
where $\mathcal{R}(E):=\left\{x \in E \mid x^{\prime \prime}=x\right\}$.
Proof: (i) Let $z \in \mathcal{R}(E) \cap \overline{a p p r}_{D}\left(L^{\prime}\right)$. Then $z^{\prime \prime}=z$ and $D[z] \cap L^{\prime} \neq \emptyset$, which imply that there exists $x \in L$ such that $D\left[x^{\prime}\right]=D[z]$. Hence

$$
D\left[z^{\prime}\right] \cap L^{\prime \prime}=D\left[x^{\prime \prime}\right] \cap L^{\prime \prime} \neq \emptyset
$$

i.e., $z^{\prime} \in \overline{a p p r}_{D}\left(L^{\prime \prime}\right)$. Therefore $z \in\left(\overline{a p p r}_{D}\left(L^{\prime \prime}\right)\right)^{\prime}$.
(ii) Let $u \in \mathcal{R}(E) \cap \overline{a p p r}_{D}\left((L \cap \mathcal{R}(E))^{\prime}\right)$. Then $u^{\prime \prime}=u$ and $D[u] \cap(L \cap$ $\mathcal{R}(E))^{\prime} \neq \emptyset$. It follows that there exists $x \in L \cap \mathcal{R}(E)$ such that $D[u]=$ $D\left[x^{\prime}\right]$ and $x^{\prime \prime}=x$. Hence

$$
D\left[u^{\prime}\right] \cap L=D\left[x^{\prime \prime}\right] \cap L=D[x] \cap L \neq \emptyset
$$

and so $u^{\prime} \in \overline{a p p r}_{D}(L)$, i.e., $u \in\left(\overline{a p p r}_{D}(L)\right)^{\prime}$. Therefore

$$
\mathcal{R}(E) \cap \overline{a p p r}_{D}\left((L \cap \mathcal{R}(E))^{\prime}\right) \subseteq\left(\overline{a p p r}_{D}(L)\right)^{\prime}
$$

Lemma 3.27. If $E$ is a bounded equality algebra, then the set

$$
\mathcal{E}(E):=\left\{x \in E \mid x^{\prime}=0\right\}
$$

is a filter of $E$.

Proof: Obviously $1 \in \mathcal{E}(E)$. Let $x, y \in E$ such that $x \in \mathcal{E}(E)$ and $x \rightarrow y \in \mathcal{E}(E)$. Then $x^{\prime}=0$ and $(x \rightarrow y)^{\prime}=0$. Since $y \leq y^{\prime \prime}$, by Proposition 2.2(x), we get $x \rightarrow y \leq x \rightarrow y^{\prime \prime}=y^{\prime} \rightarrow x^{\prime}$. Hence

$$
y^{\prime}=y^{\prime \prime \prime}=\left(y^{\prime} \rightarrow 0\right)^{\prime}=\left(y^{\prime} \rightarrow x^{\prime}\right)^{\prime} \leq(x \rightarrow y)^{\prime}=0
$$

and so $y^{\prime}=0$, that is, $y \in \mathcal{E}(E)$. Therefore $\mathcal{E}(E)$ is a filter of $E$.
Proposition 3.28. Let $(E, D)$ be a $D$-approximation space and $L$ be a nonempty subset of $E$. Then

$$
\begin{equation*}
D \subseteq \overline{\operatorname{appr}}_{D}(\mathcal{E}(E)) \subseteq\left\{y \in E \mid y^{\prime \prime} \in D\right\} \tag{3.1}
\end{equation*}
$$

Proof: Using Lemma 3.27 and Theorem 3.21(i), we get $D \subseteq \overline{a p p r}_{D}(\mathcal{E}(E))$. Let $x \in \overline{a p p r}_{D}(\mathcal{E}(E))$. Then $D[x] \cap \mathcal{E}(E) \neq \emptyset$ and so there exists $u \in D[x]$ such that $u^{\prime}=0$. Thus $u \sim x \in D$. By (E2) and (E7), $u \sim x \leq(x \sim 0) \sim$ $(u \sim 0)=x^{\prime} \sim u^{\prime}$ and $D$ is a filter of $E$, we have $x^{\prime} \sim u^{\prime} \in D$. Thus by (E2), $x^{\prime \prime}=0 \sim x^{\prime}=u^{\prime} \sim x^{\prime} \in D$. Therefore $\overline{\operatorname{appr}}_{D}(\mathcal{E}(E)) \subseteq\left\{y \in E \mid y^{\prime \prime} \in\right.$ $D\}$.

We provide conditions for a nonempty subset to be definable.
Theorem 3.29. Let $(E, D)$ be a $D$-approximation space. Then a nonempty subset $L$ of $E$ is definable with respect to $D$ if and only if $\underline{\text { appr }}_{D}(L)=L$ or $\overline{\operatorname{appr}}_{D}(L)=L$.

Proof: Assume that $L$ is definable with respect to $D$. Then $L \subseteq \overline{\operatorname{appr}}_{D}(L)$ $=\underline{a p p r}_{D}(L) \subseteq L$ and so

$$
\overline{\operatorname{appr}}_{D}(L)=\underline{a p p r}_{D}(L)=L .
$$

Conversely, suppose that $\underline{a p p r}_{D}(L)=L$ or $\overline{a p p r}_{D}(L)=L$. For the case ${\underset{D p p r}{D}}_{D}(L)=L$, let $x \in \overline{\operatorname{appr}}_{D}(L)$. Then $D[x] \cap L \neq \emptyset$ which implies that $\overline{D[x]}=D[z]$ for some $z \in L$. It follows from $\operatorname{appr}_{D}(L)=L$ that $D[x]=$ $D[z] \subseteq L$. Hence $x \in L$, and therefore $\overline{a_{p p r}} \bar{D}(L) \subseteq L$. Consequently, $\overline{\operatorname{appr}}_{D}(L)=L$. Suppose that $\overline{a p p r}_{D}(L)=L$. For any $x \in L$ let $z \in D[x]$. Then $D[z] \cap L=D[x] \cap L \neq \emptyset$ and so $z \in \overline{a p p r}_{D}(L)=L$. This shows that $D[x] \subseteq L$, that is, $x \in \operatorname{appr}_{D}(L)$. Hence $L \subseteq{\underset{\sim p p r}{D}}_{D}(L)$, and so $\underline{\operatorname{appr}}_{D}(L)=L$. Therefore $L$ is definable with respect to $D$.

## 4. Conclusions and future works

In this paper the notion of the lower and the upper approximations are introduced on equality algebras and some properties of them are investigated. Moreover, the relation among the lower and the upper approximations with an interior operator and a closure operator are investigated. Also, the conditions for a nonempty subset to be definable are provided. Also, due to the importance of this subject in the field of decision making, we decided to introduce these concepts on equality algebras in order to introduce concepts related to rough soft and soft rough equality algebras and fuzzification of them in the future. Moreover, in the future further study is possible in the direction of roughness with different types of filters and ideals in equality algebras.
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#### Abstract

In this paper, we introduce the notion of intuitionistic fuzzy PMS-subalgebras under homomorphism and Cartesian product and investigate several properties. We study the homomorphic image and inverse image of the intuitionistic fuzzy PMS-subalgebras of a PMS-algebra, which are also intuitionistic fuzzy PMSsubalgebras of a PMS-algebra, and find some other interesting results. Furthermore, we also prove that the Cartesian product of intuitionistic fuzzy PMSsubalgebras is again an intuitionistic fuzzy PMS-subalgebra and characterize it in terms of its level sets. Finally, we consider the strongest intuitionistic fuzzy PMSrelations on an intuitionistic fuzzy set in a PMS-algebra and demonstrate that an intuitionistic fuzzy PMS-relation on an intuitionistic fuzzy set in a PMS-algebra is an intuitionistic fuzzy PMS-subalgebra if and only if the corresponding intuitionistic fuzzy set in a PMS-algebra is an intuitionistic fuzzy PMS-subalgebra of a PMS-algebra.
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## 1. Introduction

In 1965, Zadeh [12] introduced the fundamental concept of a fuzzy set as an extension of the classical set theory for representing uncertainties in a physical world. Following the introduction of a fuzzy set, several researchers undertook a large number of studies on the extension of a fuzzy set. Atanassov [2, 3] investigated an intuitionistic fuzzy set as an extension of a fuzzy set to deal with uncertainties more efficiently in the actual situation. In 2007, Panigrahi and Nanda [5] introduced the idea of an intuitionistic fuzzy relation between any two intuitionistic fuzzy subsets defined in the given universal sets. In 2011, Anitha and Arjunan [1] studied the strongest intuitionistic fuzzy relations on intuitionistic fuzzy ideals of Hemirings and obtained some interesting results. In 2016, Sithar Selvam and Nagalakshmi [8] introduced a new class of algebra called PMS-algebra. Sithar Selvam and Nagalakshmi [7] fuzzified PMS-subalgebras and PMS ideals in PMS-algebra. In the same year, Sithar Selvam and Nagalakshmi [9] also introduced the concept of homomorphism and Cartesian product of fuzzy PMS-algebra and set up some properties. In our earlier paper [4], we introduced the notion of fuzzy PMS-subalgebra in PMS-algebra and studied some of its properties.
In this paper, we discuss the notion of intuitionistic fuzzy PMS-subalgebras under homomorphism and Cartesian product and investigate several properties. Furthermore, we investigate the homomorphic image and the inverse image of the intuitionistic fuzzy PMS-subalgebras of a PMS-algebra and find some results. Finally, we consider the strongest intuitionistic fuzzy PMS-relations on an intuitionistic fuzzy set in a PMS-algebra and demonstrate that an intuitionistic fuzzy PMS-relation on an intuitionistic fuzzy set in a PMS-algebra is an intuitionistic fuzzy PMS-subalgebra if and only if the corresponding intuitionistic fuzzy set in a PMS-algebra is an intuitionistic fuzzy PMS-subalgebra of a PMS-algebra.

## 2. Preliminaries

In this section, we recall some basic definitions and results that are used in the study of this paper.

Definition 2.1 ([8]). A nonempty set X with a constant 0 and a binary operation ' $*$ ' is called a PMS-algebra if it satisfies the following axioms.

1. $0 * x=x$
2. $(y * x) *(z * x)=z * y$, for all $x, y, z \in X$.

For $x, y \in X$, we define a binary relation $\leq$ by $x \leq y$ if and only if $x * y=0$.
Definition 2.2 ([8]). Let $S$ be a nonempty subset of a PMS-algebra $X$. Then S is called a PMS-subalgebra of $X$ if $x * y \in S$, for all $x, y \in S$.

Definition 2.3 ( $[7,9]$ ). Let $X$ and $Y$ be any two PMS- algebras. Then a mapping $f: X \rightarrow Y$ is said to be a homomorphism of PMS-algebras if $f(x * y)=f(x) * f(y)$ for all $x, y \in X . f$ is called an epimorphism if it is onto and endomorphism if $f$ is a mapping from a PMS-algebra $X$ to itself.

Note: If $f$ is a homomorphism of PMS-algebra, then $f(0)=0$.
Definition 2.4 ([12]). Let $X$ be a nonempty set. A fuzzy set A in $X$ is characterized by a membership function $\mu_{A}: X \rightarrow[0,1]$, where $\mu_{A}(x)$ represents the degree of membership of $x$ in $X$.
Definition 2.5 ([7]). A fuzzy set A in a PMS-algebra $X$ is called fuzzy PMS-subalgebra of $X$ if $\mu_{A}(x * y) \geq \min \left\{\mu_{A}(x), \mu_{A}(y)\right\}$, for all $x, y \in X$.
Definition 2.6 ( $[2,3]$ ). An intuitionistic fuzzy subset A in a nonempty set $X$ is an object having the form $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle \mid x \in X\right\}$, where the functions $\mu_{A}: X \rightarrow[0,1]$ and $\nu_{A}: X \rightarrow[0,1]$ define the degree of membership and the degree of nonmembership respectively and satisfying the condition $0 \leq \mu_{A}(x)+\nu_{A}(x) \leq 1$, for all $x \in X$.

Remark 2.7. Ordinary fuzzy sets over $X$ may be viewed as special intuitionistic fuzzy sets with the nonmembership function $\nu_{A}(x)=1-\mu_{A}(x)$. So each Ordinary fuzzy set may be written as $\left\{\left\langle x, \mu_{A}(x), 1-\mu_{A}(x)\right\rangle \mid x \in X\right\}$ to define an intuitionistic fuzzy set. For the sake of simplicity we write $A=\left(\mu_{A}, \nu_{A}\right)$ for an intuitionistic fuzzy set $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle \mid x \in X\right\}$.
Definition $2.8([2,3])$. Let A and B be intuitionistic fuzzy subsets of $X$, where $A=\left\{\left\langle x, \mu_{A}(x), \nu_{A}(x)\right\rangle \mid x \in X\right\}$ and $B=\left\{\left\langle x, \mu_{B}(x), \nu_{B}(x)\right\rangle \mid x \in X\right\}$, then

1. $A \cap B=\left\{\left\langle x, \min \left\{\mu_{A}(x), \mu_{B}(x)\right\}, \max \left\{\nu_{A}(x), \nu_{B}(x)\right\}\right\rangle \mid x \in X\right\}$
2. 

$$
\square A=\left\{\left\langle x, \mu_{A}(x), 1-\mu_{A}(x)\right\rangle \mid x \in X\right\}
$$

3. $\diamond A=\left\{\left\langle x, 1-\nu_{A}(x), \nu_{A}(x)\right\rangle \mid x \in X\right\}$

DEfinition 2.9 ([4]). An intuitionistic fuzzy subset $A=\left(\mu_{A}, \nu_{A}\right)$ of a PMS -algebra $X$ is called an intuitionistic fuzzy PMS-subalgebra of $X$ if $\mu_{A}(x *$ $y) \geq \min \left\{\mu_{A}(x), \mu_{A}(y)\right\}$ and $\nu_{A}(x * y) \leq \max \left\{\nu_{A}(x), \nu_{A}(y)\right\}, \forall x, y \in X$

Definition 2.10 ([10]). Let $X$ and $Y$ be any two nonempty sets and $f$ : $X \rightarrow Y$ be a mapping. If $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ are intuitionistic fuzzy subsets of $X$ and $Y$ respectively. Then the image of $A$ under $f$ is defined as $f(A)=\left\{\left\langle y, \mu_{f(A)}(y), \nu_{f(A)}(y)\right\rangle \mid y \in Y\right\}$, where

$$
\mu_{f(A)}(y)= \begin{cases}\sup _{x \in f^{-1}(y)} \mu_{A}(x) & \text { if } \quad f^{-1}(y) \neq \emptyset \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\nu_{f(A)}(y)= \begin{cases}\inf _{x \in f^{-1}(y)} \nu_{A}(x) & \text { if } \quad f^{-1}(y) \neq \emptyset \\ 1 & \text { otherwise }\end{cases}
$$

The inverse image of $B$ under $f$ is denoted by $f^{-1}(B)$ and is defined as

$$
f^{-1}(B)(x)=\left\{\left\langle x, \mu_{f^{-1}(B)}(x), \nu_{f^{-1}(B)}(x)\right\rangle \mid x \in X\right\}
$$

where $\mu_{f^{-1}(B)}(x)=\mu_{B}(f(x))$ and $\nu_{f^{-1}(B)}(x)=\nu_{B}(f(x))$ for all $x \in X$.
Definition 2.11 ([10]). An intuitionistic fuzzy subset $A$ in a nonempty set $X$ with the degree of membership $\mu_{A}: X \rightarrow[0,1]$ and the degree of non membership $\nu_{A}: X \rightarrow[0,1]$ is said to have sup-inf property, if for any subset $T \subseteq X$ there exists $x_{0} \in T$ such that $\mu_{A}\left(x_{0}\right)=\sup _{t \in T} \mu_{A}(t)$ and $\nu_{A}\left(x_{0}\right)=\inf _{t \in T} \mu_{A}(t)$

Definition 2.12. [5, 11] Let $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ be any two intuitionistic fuzzy subsets of $X$ and $Y$ respectively. Then the Cartesian product of $A$ and $B$ is defined as

$$
A \times B=\left\{\left\langle(x, y), \mu_{A \times B}(x, y), \nu_{A \times B}(x, y)\right\rangle \mid x \in X, y \in Y\right\}
$$

where $\mu_{A \times B}(x, y)=\min \left\{\mu_{A}(x), \mu_{B}(y)\right\}$ and $\nu_{A \times B}(x, y)=\max \left\{\left(\nu_{A}(x)\right.\right.$, $\left.\left.\nu_{B}(x)\right)\right\}$ such that $\mu_{A \times B}: X \times Y \rightarrow[0,1]$ and $\nu_{A \times B}: X \times Y \rightarrow[0,1]$, for all $x \in X$ and $y \in Y$.

Remark 2.13. Let $X$ and $Y$ be PMS-algebras, for all $(x, y),(u, v) \in X \times Y$, we define ' $*$ ' on $X \times Y$ by $(x, y) *(u, v)=(x * u, y * v)$. Clearly $(X \times Y ; *,(0,0))$ is a PMS-algebra.

Definition 2.14. [5] A fuzzy relation $A$ on a nonempty set $X$ is a fuzzy set $A$ with a membership function $\mu_{A}: X \times X \rightarrow[0,1]$.

Definition 2.15. [6,5] An intuitionistic fuzzy relation $R$ on a non empty set $X$ is an expression of the form $R=\left\{\left\langle(x, y), \mu_{R}(x, y), \nu_{R}(x, y)\right\rangle \mid x, y \in\right.$ $X\}$ where $\mu_{R}: X \times X \rightarrow[0,1]$ and $\nu_{R}: X \times X \rightarrow[0,1]$ satisfy the condition $0 \leq \mu_{R}(x, y)+\nu_{R}(x, y) \leq 1$ for every $(x, y) \in X \times X$.

Definition $2.16([1,6,5])$. Let $A=\left(\mu_{A}, \nu_{A}\right)$ be an intuitionistic fuzzy set on a set $X$ and $R=\left(\mu_{R}, \nu_{R}\right)$ is an intuitionistic fuzzy relation on a set $X$. Then the strongest intuitionistic fuzzy relation $R_{A}$ on X , that is, an intuitionistic fuzzy relation $R$ on $A$ whose membership function $\mu_{R_{A}}: X \times X \rightarrow$ $[0,1]$ and whose nonmembership function $\nu_{R_{A}}: X \times X \rightarrow[0,1]$ are given by $\mu_{R_{A}}(x, y)=\min \left\{\mu_{A}(x), \mu_{A}(y)\right\}$ and $\nu_{R_{A}}(x, y)=\max \left\{\nu_{A}(x), \nu_{A}(y)\right\}$.

## 3. Homomorphism on intuitionistic Fuzzy PMS-subalgebras

In this section, we discuss on intuitionistic fuzzy PMS-subalgebras in a PMS-algebra under homomorphism. The homomorphic image and inverse image of intuitionistic fuzzy PMS-subalgebras of a PMS-algebra, as well as other results, are examined. Unless otherwise stated, $X$ and $Y$ refer to a PMS-algebra throughout this and the following section.

Theorem 3.1. Let $f: X \rightarrow Y$ be an epimorphism of PMS-algebras. If $A=\left(\mu_{A}, \nu_{A}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $X$ with sup-inf property, then $f(A)$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.

Proof: Let $A=\left(\mu_{A}, \nu_{A}\right)$ be an intuitionistic fuzzy PMS-subalgebra of $X$ and let $a, b \in Y$ with $x_{0} \in f^{-1}(a)$ and $y_{0} \in f^{-1}(b)$ such that

$$
\begin{aligned}
& \mu_{A}\left(x_{0}\right)=\sup _{x \in f^{-1}(a)} \mu_{A}(x), \mu_{A}\left(y_{0}\right)=\sup _{x \in f^{-1}(b)} \mu_{A}(x) \\
& \nu_{A}\left(x_{0}\right)=\inf _{x \in f^{-1}(a)} \nu_{A}(x), \nu_{A}\left(y_{0}\right)=\inf _{x \in f^{-1}(b)} \nu_{A}(x)
\end{aligned}
$$

then by Definition 2.10 and 2.11 we have

$$
\begin{aligned}
\mu_{f(A)}(a * b)=\sup _{x \in f^{-1}(a * b)} \mu_{A}(x) & =\mu_{A}\left(x_{0} * y_{0}\right) \\
& \geq \min \left\{\mu_{A}\left(x_{0}\right), \mu_{A}\left(y_{0}\right)\right\} \\
& =\min \left\{\sup _{x \in f^{-1}(a)} \mu_{A}(x), \sup _{x \in f^{-1}(b)} \mu_{A}(x)\right\} \\
& =\min \left\{\mu_{f(A)}(a), \mu_{f(A)}(b)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{f(A)}(a * b)=\inf _{x \in f^{-1}(a * b)} \nu_{A}(x) & =\nu_{A}\left(x_{0} * y_{0}\right) \\
& \leq \max \left\{\nu_{A}\left(x_{0}\right), \nu_{A}\left(y_{0}\right)\right\} \\
& =\max \left\{\inf _{x \in f^{-1}(b)} \nu_{A}(x), \inf _{x \in f^{-1}(b)} \nu_{A}(x)\right\} \\
& =\max \left\{\nu_{f(A)}(a), \nu_{f(A)}(b)\right\}
\end{aligned}
$$

Hence $f(A)$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.
Theorem 3.2. Let $f: X \rightarrow Y$ be a homomorphism of PMS-algebras. If $B=\left(\mu_{B}, \nu_{B}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $Y$, then $f^{-1}(B)$ is an intuitionistic fuzzy PMS-subalgebra of $X$.

Proof: Assume that $B=\left(\mu_{B}, \nu_{B}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $Y$ and let $x, y \in X$. Then,

$$
\begin{aligned}
\mu_{f^{-1}(B)}(x * y)=\mu_{B}(f(x * y)) & =\mu_{B}(f(x) * f(y)) \\
& \geq \min \left\{\mu_{B}(f(x)), \mu_{B}(f(y))\right\} \\
& =\min \left\{\mu_{f^{-1}(B)}(x), \mu_{f^{-1}(B)}(y)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{f^{-1}(B)}(x * y)=\nu_{B}(f(x * y)) & =\nu_{B}(f(x) * f(y)) \\
& \leq \max \left\{\nu_{B}(f(x)), \nu_{B}(f(y))\right\} \\
& =\max \left\{\nu_{f-1}(B)(x), \nu_{f-1}(B)(y)\right\}
\end{aligned}
$$

Therefore $f^{-1}(B)$ is an intuitionistic fuzzy PMS-subalgebra of $X$.

The Converse of the above theorem is true if $f$ is a PMS-epimorphism.
Theorem 3.3. Let $f: X \rightarrow Y$ be an epimorphism of PMS-algebras and $B=\left(\mu_{B}, \nu_{B}\right)$ is a fuzzy set in $Y$. If $f^{-1}(B)$ is an intuitionistic fuzzy PMS-subalgebra of $X$, then $B=\left(\mu_{B}, \nu_{B}\right)$ is an intuitionistic fuzzy PMSsubalgebra of $Y$.

Proof: Assume that $f$ is an epimorphism of PMS-algebras and $f^{-1}(B)$ is an intuitionistic fuzzy PMS-subalgebra of $X$. Let $y_{1}, y_{2} \in Y$. Since $f$ is an epimorphism of PMS-algebras, there exist $x_{1}, x_{2} \in X$ such that $f\left(x_{1}\right)=y_{1}$ and $f\left(x_{2}\right)=y_{2}$. Now,

$$
\begin{aligned}
\mu_{B}\left(y_{1} * y_{2}\right) & =\mu_{B}\left(f\left(x_{1}\right) * f\left(x_{2}\right)\right. \\
& =\mu_{B}\left(f\left(x_{1} * x_{2}\right)\right) \\
& =\mu_{f-1}(B)\left(x_{1} * x_{2}\right) \\
& \geq \min \left\{\mu_{f-1}(B)\left(x_{1}\right), \mu_{f^{-1}(B)}\left(x_{2}\right)\right\} \\
& =\min \left\{\mu_{B}\left(f\left(x_{1}\right)\right), \mu_{B}\left(f\left(x_{2}\right)\right)\right\} \\
& =\min \left\{\mu_{B}\left(y_{1}\right), \mu_{B}\left(y_{2}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{B}\left(y_{1} * y_{2}\right) & =\nu_{B}\left(f\left(x_{1}\right) * f\left(x_{2}\right)\right. \\
& =\nu_{B}\left(f\left(x_{1} * x_{2}\right)\right) \\
& =\nu_{f-1}(B)\left(x_{1} * x_{2}\right) \\
& \leq \max \left\{\nu_{f^{-1}(B)}\left(x_{1}\right), \nu_{f-1}(B)\left(x_{2}\right)\right\} \\
& =\max \left\{\nu_{B}\left(f\left(x_{1}\right)\right), \nu_{B}\left(f\left(x_{2}\right)\right)\right\} \\
& =\max \left\{\nu_{B}\left(y_{1}\right), \nu_{B}\left(y_{2}\right)\right\}
\end{aligned}
$$

Hence $B=\left(\mu_{B}, \nu_{B}\right)$ is an intuitionistic fuzzy PMS-Subalgebra of $Y$.
Definition 3.4. Let $f: X \rightarrow Y$ be a homomorphism of PMS-algebras for any intuitionistic fuzzy set $A=\left(\mu_{A}, \nu_{A}\right)$ in $Y$. We define an intuitionistic fuzzy set $A^{f}=\left(\mu_{A}^{f}, \nu_{A}^{f}\right)$ in $X$ by $\mu_{A}^{f}(x)=\mu_{A}(f(x))$ and $\nu_{A}^{f}(x)=\nu_{A}(f(x)), \forall x \in X$.

In the next two theorems we characterize an intuitionistic fuzzy PMSsubalgebra of a PMS-algebra using an intuitionistic fuzzy set defined above in Definition 3.4.

Theorem 3.5. Let $f: X \rightarrow Y$ be a homomorphism of PMS-algebras. If the intuitionistic fuzzy set $A=\left(\mu_{A}, \nu_{A}\right)$ is an intuitionistic fuzzy PMSsubalgebra of $Y$, then the intuitionistic fuzzy set $A^{f}=\left(\mu_{A}^{f}, \nu_{A}^{f}\right)$ in $X$ is an intuitionistic fuzzy PMS-subalgebra of $X$.

Proof: Let $f$ be a homomorphism of PMS-algebras and let $A=\left(\mu_{A}, \nu_{A}\right)$ be an intuitionistic fuzzy PMS-subalgebra of $Y$. Let $x, y \in X$. Then

$$
\begin{aligned}
\mu_{A}^{f}(x * y)=\mu_{A}(f(x * y)) & =\mu_{A}(f(x) * f(y)) \\
& \geq \min \left\{\mu_{A}(f(x)), \mu_{A}(f(y))\right\} \\
& =\min \left\{\mu_{A}^{f}(x), \mu_{A}^{f}(y)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{A}^{f}(x * y)=\nu_{A}(f(x * y)) & =\nu_{A}(f(x) * f(y)) \\
& \leq \max \left\{\nu_{A}(f(x)), \nu_{A}(f(y))\right\} \\
& =\max \left\{\nu_{A}^{f}(x), \nu_{A}^{f}(y)\right\}
\end{aligned}
$$

Hence $A^{f}=\left(\mu_{A}^{f}, \nu_{A}^{f}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $X$.
The Converse of Theorem 3.5 is also true if $f$ is an epimorphism of PMS-algebras as shown below in Theorem 3.6

Theorem 3.6. Let $f: X \rightarrow Y$ be an epimorphism of PMS-algebra. If $A^{f}=\left(\mu_{A}^{f}, \nu_{A}^{f}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $X$, then $A=$ $\left(\mu_{A}, \nu_{A}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.
Proof: Let $A^{f}=\left(\mu_{A}^{f}, \nu_{A}^{f}\right)$ be an intuitionistic fuzzy PMS-subalgebra in $X$ and let $x, y \in Y$. Then there exist $a, b \in X$ such that $f(a)=x$ and $f(b)=y$. Now we have,

$$
\begin{aligned}
\mu_{A}(x * y) & =\mu_{A}(f(a) * f(b)) \\
& =\mu_{A}(f(a * b)) \\
& =\mu_{A}^{f}(a * b) \\
& \geq \min \left\{\mu_{A}^{f}(a), \mu_{A}^{f}(b)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\min \left\{\mu_{A}(f(a)), \mu_{A}(f(b))\right\} \\
& =\min \left\{\mu_{A}(x), \mu_{A}(y)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{A}(x * y) & =\nu_{A}(f(a) * f(b)) \\
& =\nu_{A}(f(a * b)) \\
& =\nu_{A}^{f}(a * b) \\
& \leq \max \left\{\nu_{A}^{f}(a), \nu_{A}^{f}(b)\right\} \\
& =\max \left\{\nu_{A}(f(a)), \nu_{A}(f(b))\right\} \\
& =\max \left\{\nu_{A}(x), \nu_{A}(y)\right\}
\end{aligned}
$$

Hence $A=\left(\mu_{A}, \nu_{A}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.

As a consequence of Theorems 3.5 and 3.6 we obtain the next theorem.
Theorem 3.7. Let $f: X \rightarrow Y$ be an epimorphism of PMS-algebra. Then $A^{f}=\left(\mu_{A}^{f}, \nu_{A}^{f}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $X$ if and only if $A=\left(\mu_{A}, \nu_{A}\right)$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.

## 4. Cartesian Product of Intuitionistic Fuzzy PMS-subalgebras

In this section, we discuss the concept of Cartesian product and the strongest fuzzy relation on intuitionistic fuzzy PMS-algebras. We prove that the Cartesian product of two intuitionistic fuzzy PMS-subalgebras is again an intuitionistic fuzzy PMS-subalgebra and some other results are also investigated.

Lemma 4.1. Let $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ be any two intuitionistic fuzzy $P M S$-subalgebras of $X$ and $Y$ respectively. Then

$$
\mu_{A \times B}(0,0) \geq \mu_{A \times B}(x, y)
$$

and

$$
\nu_{A \times B}(0,0) \leq \nu_{A \times B}(x, y), \forall(x, y) \in X \times Y
$$

Proof: Let $(x, y) \in X \times Y$. Then
$\mu_{A \times B}(0,0)=\min \left\{\mu_{A}(0), \mu_{B}(0)\right\} \geq \min \left\{\mu_{A}(x), \mu_{B}(y)\right\}=\mu_{A \times B}(x, y)$ and $\nu_{A \times B}(0,0)=\max \left\{\nu_{A}(0), \nu_{B}(0)\right\} \leq \max \left\{\nu_{A}(x), \nu_{B}(y)\right\}=\nu_{A \times B}(x, y)$

Theorem 4.2. Let $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ be any two intuitionistic fuzzy $P M S$-subalgebras of $X$ and $Y$ respectively. Then $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$.
Proof: Let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$. Then

$$
\begin{aligned}
\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & =\mu_{A \times B}\left(x_{1} * x_{2}, y_{1} * y_{2}\right) \\
& =\min \left\{\mu_{A}\left(x_{1} * x_{2}\right), \mu_{B}\left(y_{1} * y_{2}\right)\right\} \\
& \geq \min \left\{\min \left\{\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right)\right\}, \min \left\{\mu_{B}\left(y_{1}\right), \mu_{B}\left(y_{2}\right)\right\}\right\} \\
& =\min \left\{\min \left\{\mu_{A}\left(x_{1}\right), \mu_{B}\left(y_{1}\right)\right\}, \min \left\{\mu_{A}\left(x_{2}\right), \mu_{B}\left(y_{2}\right)\right\}\right\} \\
& =\min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & =\nu_{A \times B}\left(x_{1} * x_{2}, y_{1} * y_{2}\right) \\
& =\max \left\{\nu_{A}\left(x_{1} * x_{2}\right), \nu_{B}\left(y_{1} * y_{2}\right)\right\} \\
& \leq \max \left\{\max \left\{\nu_{A}\left(x_{1}\right), \nu_{A}\left(x_{2}\right)\right\}, \max \left\{\nu_{B}\left(y_{1}\right), \nu_{B}\left(y_{2}\right)\right\}\right\} \\
& =\max \left\{\max \left\{\nu_{A}\left(x_{1}\right), \nu_{B}\left(y_{1}\right)\right\}, \max \left\{\nu_{A}\left(x_{2}\right), \nu_{B}\left(y_{2}\right)\right\}\right\} \\
& =\max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\}
\end{aligned}
$$

Hence $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$.
TheOrem 4.3. Let $A$ and $B$ be intuitionistic fuzzy subsets of the PMSalgebras $X$ and $Y$ respectively. Suppose that 0 and $0^{\prime}$ are the constant elements of $X$ and $Y$ respectively. If $A \times B$ is an intuitionistic fuzzy PMSsubalgebras of $X \times Y$, then at least one of the following two statements holds.
(i) $\mu_{A}(x) \leq \mu_{B}\left(0^{\prime}\right)$ and $\nu_{A}(x) \geq \nu_{B}\left(0^{\prime}\right)$, for all $x \in X$,
(ii) $\mu_{B}(y) \leq \mu_{A}(0)$ and $\nu_{B}(y) \geq \nu_{A}(0)$, for all $y \in Y$.

Proof: Let $A \times B$ be an intuitionistic fuzzy PMS-subalgebra of $X \times Y$. Suppose that none of the statements $(i)$ and $(i i)$ holds. Then we can
find $x \in X$ and $y \in Y$ such that $\mu_{A}(x)>\mu_{B}\left(0^{\prime}\right), \nu_{A}(x)<\nu_{B}\left(0^{\prime}\right)$ and $\mu_{B}(y)>\mu_{A}(0), \nu_{B}(y)<\nu_{A}(0)$. Then we have

$$
\mu_{A \times B}(x, y)=\min \left\{\mu_{A}(x), \mu_{B}(y)\right\}>\min \left\{\mu_{B}\left(0^{\prime}\right), \mu_{A}(0)\right\}=\mu_{A \times B}\left(0,0^{\prime}\right)
$$

and

$$
\nu_{A \times B}(x, y)=\max \left\{\nu_{A}(x), \nu_{B}(y)\right\}<\max \left\{\nu_{B}\left(0^{\prime}\right), \nu_{A}(0)\right\}=\nu_{A \times B}\left(0,0^{\prime}\right)
$$

which leads to

$$
\mu_{A \times B}(x, y)>\mu_{A \times B}\left(0,0^{\prime}\right) \text { and } \nu_{A \times B}(x, y)<\nu_{A \times B}\left(0,0^{\prime}\right) .
$$

This contradicts Lemma 4.1. Hence, either (i) or (ii) holds
Theorem 4.4. Let $A$ and $B$ be intuitionistic fuzzy subsets of $P M S$-algebras $X$ and $Y$ respectively such that $\mu_{A}(x) \leq \mu_{B}\left(0^{\prime}\right)$ and $\nu_{A}(x) \geq \nu_{B}\left(0^{\prime}\right)$ for all $x \in X$, where $0^{\prime}$ is a constant in $Y$. If $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$, then $A$ is an intuitionistic fuzzy PMS-subalgebra of $X$.

Proof: Let $x, y \in X$. Then $\left(x, 0^{\prime}\right),\left(y, 0^{\prime}\right) \in X \times Y$. Since $\mu_{A}(x) \leq \mu_{B}\left(0^{\prime}\right)$ and $\nu_{A}(x) \geq \nu_{B}\left(0^{\prime}\right)$ for all $x \in X$, then for all $x, y \in X$ we get,

$$
\begin{aligned}
\mu_{A}(x * y) & =\min \left\{\mu_{A}(x * y), \mu_{B}\left(0^{\prime} * 0^{\prime}\right)\right\} \\
& =\mu_{A \times B}\left(x * y, 0^{\prime} * 0^{\prime}\right) \\
& =\mu_{A \times B}\left(\left(x, 0^{\prime}\right) *\left(y, 0^{\prime}\right)\right) \\
& \geq \min \left\{\mu_{A \times B}\left(x, 0^{\prime}\right), \mu_{A \times B}\left(y, 0^{\prime}\right)\right\} \\
& =\min \left\{\min \left\{\mu_{A}(x), \mu_{B}\left(0^{\prime}\right)\right\}, \min \left\{\mu_{A}(y), \mu_{B}\left(0^{\prime}\right)\right\}\right\} \\
& =\min \left\{\mu_{A}(x), \mu_{A}(y)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{A}(x * y) & =\max \left\{\nu_{A}(x * y), \nu_{B}\left(0^{\prime} * 0^{\prime}\right)\right\} \\
& =\nu_{A \times B}\left(x * y, 0^{\prime} * 0^{\prime}\right) \\
& =\nu_{A \times B}\left(\left(x, 0^{\prime}\right) *\left(y, 0^{\prime}\right)\right) \\
& \leq \max \left\{\nu_{A \times B}\left(x, 0^{\prime}\right), \nu_{A \times B}\left(y, 0^{\prime}\right)\right\} \\
& =\max \left\{\max \left\{\nu_{A}(x), \nu_{B}\left(0^{\prime}\right)\right\}, \max \left\{\nu_{A}(y), \nu_{B}\left(0^{\prime}\right)\right\}\right\} \\
& =\max \left\{\nu_{A}(x), \nu_{A}(y)\right\}
\end{aligned}
$$

Hence $\mu_{A}(x * y) \geq \min \left\{\mu_{A}(x), \mu_{A}(y)\right\}$ and $\nu_{A}(x * y) \leq \max \left\{\nu_{A}(x), \nu_{A}(y)\right\}$ Therefore $A$ is an intuitionistic fuzzy PMS-subalgebra of $X$.

THEOREM 4.5. Let $A$ and $B$ be intuitionistic fuzzy subsets of PMS-algebras $X$ and $Y$ respectively such that $\mu_{B}(y) \leq \mu_{A}(0)$ and $\nu_{B}(y) \geq \nu_{A}(0)$ for all $y \in Y$, where 0 is a constant in $X$. If $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$, then $B$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.

Proof: Let $x, y \in Y$. Then $(0, x),(0, y) \in X \times Y$. Since $\mu_{B}(y) \leq \mu_{A}(0)$ and $\nu_{B}(y) \geq \nu_{A}(0)$ for all $y \in Y$, then for all $x, y \in Y$ we get,

$$
\begin{aligned}
\mu_{B}(x * y) & =\min \left\{\mu_{A}(0 * 0), \mu_{B}(x * y)\right\} \\
& =\mu_{A \times B}(0 * 0, x * y) \\
& =\mu_{A \times B}((0, x) *(0, y)) \\
& \geq \min \left\{\mu_{A \times B}(0, x), \mu_{A \times B}(0, y)\right\} \\
& =\min \left\{\min \left\{\mu_{A}(0), \mu_{B}(x)\right\}, \min \left\{\mu_{A}(0), \mu_{B}(y)\right\}\right\} \\
& =\min \left\{\mu_{B}(x), \mu_{B}(y)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{B}(x * y) & =\max \left\{\nu_{A}(0 * 0), \nu_{B}(x * y)\right\} \\
& =\nu_{A \times B}(0 * 0, x * y) \\
& =\nu_{A \times B}((0, x) *(0, y)) \\
& \leq \max \left\{\nu_{A \times B}(0, x), \nu_{A \times B}(0, y)\right\} \\
& =\max \left\{\max \left\{\nu_{A}(0), \nu_{B}(x)\right\}, \max \left\{\nu_{A}(0), \nu_{B}(y)\right\}\right\} \\
& =\max \left\{\nu_{B}(x), \nu_{B}(y)\right\}
\end{aligned}
$$

Hence $\mu_{B}(x * y) \geq \min \left\{\mu_{B}(x), \mu_{B}(y)\right\}$ and $\nu_{B}(x * y) \leq \max \left\{\nu_{B}(x), \nu_{B}(y)\right\}$

Therefore $B$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.

From Theorems 4.3, 4.4 and 4.5, we have the following:

Corollary 4.6. Let $A$ and $B$ be intuitionistic fuzzy subsets of PMSalgebras $X$ and $Y$ respectively. If $A \times B$ is an intuitionistic fuzzy PMSsubalgebra of $X \times Y$, then either $A$ is an intuitionistic fuzzy PMS-subalgebra of $X$ or $B$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.
Proof: Since $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$,

$$
\begin{align*}
\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & \geq \min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}  \tag{4.1}\\
\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & \leq \max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \tag{4.2}
\end{align*}
$$

If we put $x_{1}=0=x_{2}$ in (4.1), we get

$$
\begin{aligned}
& \mu_{A \times B}\left(\left(0, y_{1}\right) *\left(0, y_{2}\right)\right) \geq \min \left\{\mu_{A \times B}\left(0, y_{1}\right), \mu_{A \times B}\left(0, y_{2}\right)\right\} \\
\Rightarrow & \mu_{A \times B}\left(0 * 0, y_{1} * y_{2}\right) \geq \min \left\{\mu_{A \times B}\left(0, y_{1}\right), \mu_{A \times B}\left(0, y_{2}\right)\right\} \\
\Rightarrow & \mu_{A \times B}\left(0, y_{1} * y_{2}\right) \geq \min \left\{\mu_{A \times B}\left(0, y_{1}\right), \mu_{A \times B}\left(0, y_{2}\right)\right\} \\
\Rightarrow & \min \left\{\mu_{A}(0), \mu_{B}\left(y_{1} * y_{2}\right)\right\} \geq \min \left\{\min \left\{\mu_{A}(0), \mu_{B}\left(y_{1}\right)\right\}, \min \left\{\mu_{A}(0), \mu_{B}\left(y_{2}\right)\right\}\right\}
\end{aligned}
$$

Hence, $\mu_{B}\left(y_{1} * y_{2}\right) \geq \min \left\{\mu_{B}\left(y_{1}\right), \mu_{B}\left(y_{2}\right)\right\}$. Also, if we put $x_{1}=0=x_{2}$ in (4.2), we get

$$
\begin{aligned}
& \nu_{A \times B}\left(\left(0, y_{1}\right) *\left(0, y_{2}\right)\right) \leq \max \left\{\nu_{A \times B}\left(0, y_{1}\right), \nu_{A \times B}\left(0, y_{2}\right)\right\} \\
\Rightarrow & \nu_{A \times B}\left(0 * 0, y_{1} * y_{2}\right) \leq \max \left\{\nu_{A \times B}\left(0, y_{1}\right), \nu_{A \times B}\left(0, y_{2}\right)\right\} \\
\Rightarrow & \nu_{A \times B}\left(0, y_{1} * y_{2}\right) \leq \max \left\{\nu_{A \times B}\left(0, y_{1}\right), \nu_{A \times B}\left(0, y_{2}\right)\right\} \\
\Rightarrow & \max \left\{\nu_{A}(0), \nu_{B}\left(y_{1} * y_{2}\right)\right\} \leq \max \left\{\max \left\{\nu_{A}(0), \nu_{B}\left(y_{1}\right)\right\}, \max \left\{\nu_{A}(0), \nu_{B}\left(y_{2}\right)\right\}\right\}
\end{aligned}
$$

Hence $\nu_{B}\left(y_{1} * y_{2}\right) \leq \max \left\{\nu_{B}\left(y_{1}\right), \nu_{B}\left(y_{2}\right)\right\}$ and $B$ is an intuitionistic fuzzy PMS-subalgebra of $Y$.

Similarly, we prove that $A$ is an intuitionistic fuzzy PMS-subalgebra of $X$ by putting $y_{1}=0=y_{2}$ in (4.1) and (4.2).
Theorem 4.7. Let $A$ and $B$ be any intuitionistic fuzzy subsets of $X$ and $Y$ respectively. Then $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$ if and only if $\mu_{A \times B}$ and $\bar{\nu}_{A \times B}$ are fuzzy PMS-subalgebra of $X \times Y$, where $\bar{\nu}_{A \times B}$ is the complement of $\nu_{A \times B}$.
Proof: Let $A \times B$ be an intuitionistic fuzzy PMS-subalgebra of $X \times Y$. Then by Definition $2.9 \mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \geq \min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right)\right.$, $\left.\mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}$ and $\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \leq \max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right)\right.$, $\left.\nu_{A \times B}\left(x_{2}, y_{2}\right)\right\}, \forall\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$. Hence $\mu_{A \times B}$ is a fuzzy PMSsubalgebra of $X \times Y$ by Definition 2.5. Now for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$.

$$
\begin{aligned}
\bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & =1-\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \\
& \geq 1-\max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \\
& =\min \left\{1-\nu_{A \times B}\left(x_{1}, y_{1}\right), 1-\nu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \\
& =\min \left\{\bar{\nu}_{A \times B}\left(x_{1}, y_{1}\right), \bar{\nu}_{A \times B}\left(x_{2}, y_{2}\right)\right\}
\end{aligned}
$$

Hence $\bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \geq \min \left\{\bar{\nu}_{A \times B}\left(x_{1}, y_{1}\right), \bar{\nu}_{A \times B}\left(x_{2}, y_{2}\right)\right\}$
Thus, $\bar{\nu}_{A \times B}$ is a fuzzy PMS-subalgebra of $X \times Y$.
Conversely, assume $\mu_{A \times B}$ and $\bar{\nu}_{A \times B}$ are fuzzy PMS-subalgebra of $X \times Y$. Then we have that $\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \geq \min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right)\right.$, $\left.\mu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \quad$ and $\quad \bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \geq \min \left\{\bar{\nu}_{A \times B}\left(x_{1}, y_{1}\right)\right.$, $\left.\bar{\nu}_{A \times B}\left(x_{2}, y_{2}\right)\right\}$ for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$. So we need to show that $\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \leq \max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\}$ for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$.

Now,

$$
\begin{aligned}
1-\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right. & =\bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \\
& \geq \min \left\{\bar{\nu}_{A \times B}\left(x_{1}, y_{1}\right), \bar{\nu}_{A \times B}\left(x_{2}, y_{2}\right)\right\} \\
& =\min \left\{1-\nu_{A \times B}\left(x_{1}, y_{1}\right), 1-\nu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \\
& =1-\max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\},
\end{aligned}
$$

and so $\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right) \leq \max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\}\right.$. Hence $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$.
THEOREM 4.8. Let $A$ and $B$ be any intuitionistic fuzzy subsets of $X$ and $Y$ respectively, then $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$ if and only if $\square(A \times B)$ and $\diamond(A \times B)$ are intuitionistic fuzzy PMS-subalgebra of $X \times Y$

Proof: Suppose $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$. Then $\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right) \geq \min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}\right.$ and $\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right) \leq \max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\}\right.$, for all $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$
(i) To prove $\square(A \times B)$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$, it suffices to show that for $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y, \bar{\mu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\right.$ $\left(x_{2}, y_{2}\right) \leq \min \left\{\bar{\mu}_{A \times B}\left(x_{1}, y_{1}\right), \bar{\mu}_{A \times B}\left(x_{2}, y_{2}\right)\right\}$. Now let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$ $\in X \times Y$

$$
\begin{aligned}
\bar{\mu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & =1-\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \\
& \leq 1-\min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\max \left\{1-\mu_{A \times B}\left(\left(x_{1}, y_{1}\right), 1-\mu_{A \times B}\left(x_{2}, y_{2}\right)\right)\right\} \\
& =\max \left\{\bar{\mu}_{A \times B}\left(\left(x_{1}, y_{1}\right), \bar{\mu}_{A \times B}\left(x_{2}, y_{2}\right)\right)\right\},
\end{aligned}
$$

whence $\bar{\mu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \leq \max \left\{\bar{\mu}_{A \times B}\left(x_{1}, y_{1}\right), \bar{\mu}_{A \times B}\left(x_{2}, y_{2}\right)\right\}$ follows. Hence $\square(A \times B)$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$.
(ii) To prove $\diamond(A \times B)$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$, it suffices to show that $\bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right) \geq \min \left\{\bar{\nu}_{A \times B}\left(x_{1}, y_{1}\right)\right.\right.$, $\left.\bar{\nu}_{A \times B}\left(x_{2}, y_{2}\right)\right\}$. Now let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$, then

$$
\begin{aligned}
\bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & =1-\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \\
& \geq 1-\max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \\
& =\min \left\{1-\nu_{A \times B}\left(\left(x_{1}, y_{1}\right), 1-\nu_{A \times B}\left(x_{2}, y_{2}\right)\right)\right\} \\
& =\min \left\{\bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right), \bar{\nu}_{A \times B}\left(x_{2}, y_{2}\right)\right)\right\},
\end{aligned}
$$

whence $\bar{\nu}_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \geq \min \left\{\bar{\nu}_{A \times B}\left(x_{1}, y_{1}\right), \bar{\nu}_{A \times B}\left(x_{2}, y_{2}\right)\right\}$ follows. Hence $\diamond(A \times B)$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$.

The proof of the converse is trivial.
Definition 4.9. Let $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ are intuitionistic fuzzy subset of PMS-algebras $X$ and $Y$ reapectively. For $t, s \in[0,1]$ satisfying the condition $t+s \leq 1$, the set $U\left(\mu_{A \times B}, t\right)=\{(x, y) \in X \times$ $\left.Y \mid \mu_{A \times B}(x, y) \geq t\right\}$ is called upper $t$-level set of $A \times B$ and the set $L\left(\nu_{A \times B}, s\right)$ $=\left\{(x, y) \in X \times Y \mid \nu_{A \times B}(x, y) \leq s\right\}$ is called lower $s$-level set of $A \times B$.

Theorem 4.10. Let $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ be intuitionistic fuzzy subsets of $X$ and $Y$ reapectively. Then $A \times B$ is an intuitionistic fuzzy PMSsubalgebras of $X \times Y$ if and only if the nonempty upper $t$-level set $U\left(\mu_{A \times B}, t\right)$ and the nonempty lower s-level set $L\left(\nu_{A \times B}, s\right)$ are PMS-subalgebras of $X \times Y$ for any $t, s \in[0,1]$ with $t+s \leq 1$.

Proof: Let $A=\left(\mu_{A}, \nu_{A}\right)$ and $B=\left(\mu_{B}, \nu_{B}\right)$ be intuitionistic fuzzy subsets of $X$ and $Y$ respectively. Let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$ such that $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in U\left(\mu_{A \times B}, t\right)$ for $t \in[0,1]$. Then $\mu_{A \times B}\left(x_{1}, y_{1}\right) \geq t$ and $\mu_{A \times B}\left(x_{2}, y_{2}\right) \geq t$. Since $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$, we have

$$
\begin{aligned}
\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & \geq \min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \\
& \geq \min \{t, t\}=t
\end{aligned}
$$

Therefore, $\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right) \in U\left(\mu_{A \times B}, t\right)$. Hence $U\left(\mu_{A \times B}, t\right)$ is a PMSsubalgebra of $X \times Y$.

Also, Let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$ such that $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in$ $L\left(\nu_{A \times B}, s\right)$ for $s \in[0,1]$. Then $\nu_{A \times B}\left(x_{1}, y_{1}\right) \leq s$ and $\nu_{A \times B}\left(x_{2}, y_{2}\right) \leq s$. Since $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$, we have

$$
\begin{aligned}
\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) & \leq \max \left\{\nu_{A \times B}\left(x_{1}, y_{1}\right), \nu_{A \times B}\left(x_{2}, y_{2}\right)\right\} \\
& \leq \max \{s, s\}=s
\end{aligned}
$$

Therefore, $\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right) \in L\left(\nu_{A \times B}, s\right)$. Hence $L\left(\nu_{A \times B}, s\right)$ is a PMSsubalgebra of $X \times Y$.

Conversely, Suppose $U\left(\mu_{A \times B}, t\right)$ and $L\left(\nu_{A \times B}, s\right)$ are PMS-subalgebra of $X \times Y$ for any $t, s \in[0,1]$ with $t+s \leq 1$. Assume that $A \times B$ is not an intuitionistic fuzzy PMS-subalgebra of $X \times Y$. Then there exist $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X \times Y$ such that

$$
\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right)<\min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}
$$

Then by taking $t_{0}=\frac{1}{2}\left\{\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right)+\min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right)\right.\right.$, $\left.\left.\mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}\right\}$, we get $\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right)<t_{0}<\min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right)\right.$, $\left.\mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}$. Hence, $\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right) \notin U\left(\mu_{A \times B}, t_{0}\right)$ but $\left(x_{1}, y_{1}\right) \in$ $U\left(\mu_{A \times B}, t_{0}\right)$ and $\left(x_{2}, y_{2}\right) \in U\left(\mu_{A \times B}, t_{0}\right)$, This implies $U\left(\mu_{A \times B}, t_{0}\right)$ is not a PMS-subalgebra of $X \times Y$, which is a contradiction. Therefore $\mu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \geq \min \left\{\mu_{A \times B}\left(x_{1}, y_{1}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}$.
Similarly, $\nu_{A \times B}\left(\left(x_{1}, y_{1}\right) *\left(x_{2}, y_{2}\right)\right) \leq \max \left\{\mu_{A \times B}\left(x_{1}, y_{y}\right), \mu_{A \times B}\left(x_{2}, y_{2}\right)\right\}$.
Hence $A \times B$ is an intuitionistic fuzzy PMS-subalgebra of $X \times Y$.
THEOREM 4.11. Let $A=\left(\mu_{A}, \nu_{A}\right)$ be an intuitionistic fuzzy subset of PMSalgebra $X$ and let $R_{A}$ be the strongest intutionistic fuzzy PMS-relation on X. If $R_{A}$ is an intuitionistic fuzzy PMS-subalgebra of $X \times X$, then $\mu_{A}(0) \geq$ $\mu_{A}(x)$ and $\nu_{A}(0) \leq \nu_{A}(x)$, for all $x \in X$.

Proof: Since $R_{A}$ is an intuitionistic fuzzy PMS-subalgebra of $X \times X$, it follows from Lemma 4.1 that $\mu_{R_{A}}(0,0) \geq \mu_{R_{A}}(x, x)$ and $\nu_{R_{A}}(0,0) \leq$ $\nu_{R_{A}}(x, x)$. Then, we have $\min \left\{\mu_{A}(0), \mu_{A}(0)\right\}=\mu_{R_{A}}(0,0) \geq \mu_{R_{A}}(x, x)=$
$\min \left\{\mu_{A}(x), \mu_{A}(x)\right\}$, where $(0,0) \in X \times X$, which implies $\min \left\{\mu_{A}(0), \mu_{A}(0)\right\}$ $\geq \min \left\{\mu_{A}(x), \mu_{A}(x)\right\}$, and so, $\mu_{A}(0)=\min \left\{\mu_{A}(0), \mu_{A}(0)\right\} \geq$ $\min \left\{\mu_{A}(x), \mu_{A}(x)\right\}=\mu_{A}(x)$. Moreover, $\max \left\{\nu_{A}(0), \nu_{A}(0)\right\}=\nu_{R_{A}}(0,0) \leq$ $\nu_{R_{A}}(x, x)=\max \left\{\nu_{A}(x), \nu_{A}(x)\right\}$, where $(0,0) \in X \times X$, whence follows $\max \left\{\nu_{A}(0), \nu_{A}(0)\right\} \leq \max \left\{\nu_{A}(x), \nu_{A}(x)\right\}$ and further $\nu_{A}(0)=\max \left\{\nu_{A}(0)\right.$, $\left.\nu_{A}(0)\right\} \leq \max \left\{\nu_{A}(x), \nu_{A}(x)\right\}=\nu_{A}(x)$.

Hence $\mu_{A}(0) \geq \mu_{A}(x)$ and $\nu_{A}(0) \leq \nu_{A}(x)$, for all $x \in X$.
Theorem 4.12. Let $A=\left(\mu_{A}, \nu_{A}\right)$ be an intuitionistic fuzzy subset of a PMS-algebra $X$ and let $R_{A}$ be the strongest intuitionistic fuzzy PMSrelation on $X$. Then $A$ is an intuitionistic fuzzy PMS-subalgebra of $X$ if and only if $R_{A}$ is an intuitionistic fuzzy PMS-subalgebra of $X \times X$.

Proof: Assume that $A$ is an intuitionistic fuzzy PMS-subalgebra $X$. Let $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in X \times X$. Then, we have

$$
\begin{aligned}
\mu_{R_{A}}\left(\left(x_{1}, x_{2}\right) *\left(y_{1}, y_{2}\right)\right) & =\mu_{R_{A}}\left(x_{1} * y_{1}, x_{2} * y_{2}\right) \\
& =\min \left\{\mu_{A}\left(x_{1} * y_{1}\right), \mu_{A}\left(x_{2} * y_{2}\right)\right\} \\
& \geq \min \left\{\min \left\{\mu_{A}\left(x_{1}\right), \mu_{A}\left(y_{1}\right)\right\}, \min \left\{\mu_{A}\left(x_{2}\right), \mu_{A}\left(y_{2}\right)\right\}\right\} \\
& =\min \left\{\min \left\{\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right)\right\}, \min \left\{\mu_{A}\left(y_{1}\right), \mu_{A}\left(y_{2}\right)\right\}\right\} \\
& =\min \left\{\mu_{R_{A}}\left(x_{1}, x_{2}\right), \mu_{R_{A}}\left(y_{1}, y_{2}\right)\right\} .
\end{aligned}
$$

and

$$
\begin{aligned}
\nu_{R_{A}}\left(\left(x_{1}, x_{2}\right) *\left(y_{1}, y_{2}\right)\right) & =\nu_{R_{A}}\left(x_{1} * y_{1}, x_{2} * y_{2}\right) \\
& =\max \left\{\nu_{A}\left(x_{1} * y_{1}\right), \nu_{A}\left(x_{2} * y_{2}\right)\right\} \\
& \leq \max \left\{\max \left\{\nu_{A}\left(x_{1}\right), \nu_{A}\left(y_{1}\right)\right\}, \max \left\{\nu_{A}\left(x_{2}\right), \nu_{A}\left(y_{2}\right)\right\}\right\} \\
& =\max \left\{\max \left\{\nu_{A}\left(x_{1}\right), \nu_{A}\left(x_{2}\right)\right\}, \max \left\{\nu_{A}\left(y_{1}\right), \nu_{A}\left(y_{2}\right)\right\}\right\} \\
& =\max \left\{\nu_{R_{A}}\left(x_{1}, x_{2}\right), \nu_{R_{A}}\left(y_{1}, y_{2}\right)\right\} .
\end{aligned}
$$

Hence $R_{A}$ is an intuitionistic fuzzy PMS-subalgebra of $X \times X$.
Conversely, assume $R_{A}$ is an intuitionistic fuzzy PMS-subalgebra of $X \times X$. Let $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in X \times X$. Then

$$
\begin{aligned}
\min \left\{\mu_{A}\left(x_{1} * y_{1}\right), \mu_{A}\left(x_{2} * y_{2}\right)\right\} & =\mu_{R_{A}}\left(x_{1} * y_{1}, x_{2} * y_{2}\right) \\
& =\mu_{R_{A}}\left(\left(x_{1}, x_{2}\right) *\left(y_{1}, y_{2}\right)\right) \\
& \geq \min \left\{\mu_{R_{A}}\left(x_{1}, x_{2}\right), \mu_{R_{A}}\left(y_{1}, y_{2}\right)\right\} \\
& =\min \left\{\min \left\{\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right)\right\},\right. \\
& \left.\min \left\{\mu_{A}\left(y_{1}\right), \mu_{A}\left(y_{2}\right)\right\}\right\}
\end{aligned}
$$

In particular, if we take, $x_{2}=y_{2}=0$ (or respectively $x_{1}=y_{1}=0$ ), then we get $\mu_{A}\left(x_{1} * y_{1}\right) \geq \min \left\{\mu_{A}\left(x_{1}\right), \mu_{A}\left(y_{1}\right)\right\}$ (or resp. $\mu_{A}\left(x_{2} * y_{2}\right) \geq$ $\left.\min \left\{\mu_{A}\left(x_{2}\right), \mu_{A}\left(y_{2}\right)\right\}\right)$ and

$$
\begin{aligned}
\max \left\{\nu_{A}\left(x_{1} * y_{1}\right), \nu_{A}\left(x_{2} * y_{2}\right)\right\}= & \nu_{R_{A}}\left(x_{1} * y_{1}, x_{2} * y_{2}\right) \\
& =\nu_{R_{A}}\left(x_{1}, x_{2}\right) *\left(y_{1}, y_{2}\right) \\
\leq & \max \left\{\nu_{R_{A}}\left(x_{1}, x_{2}\right), \nu_{R_{A}}\left(y_{1}, y_{2}\right)\right\} \\
& =\max \left\{\max \left\{\nu_{A}\left(x_{1}\right), \nu_{A}\left(x_{2}\right)\right\}\right. \\
& \left.\max \left\{\nu_{A}\left(y_{1}\right), \nu_{A}\left(y_{2}\right)\right\}\right\}
\end{aligned}
$$

In particular, if we take, $x_{2}=y_{2}=0$ (or respectively $x_{1}=y_{1}=0$ ), then we get $\nu_{A}\left(x_{1} * y_{1}\right) \leq \max \left\{\nu_{A}\left(x_{1}\right), \nu_{B}\left(y_{1}\right)\right\} \quad$ (or resp. $\nu_{A}\left(x_{1} * y_{1}\right) \leq$ $\left.\max \left\{\mu_{A}\left(x_{1}\right), \mu_{A}\left(y_{1}\right)\right\}\right)$

Therefore $A$ is an intuitionistic fuzzy PMS-subalgebra of $X$

## 5. Conclusion

In this paper, we discussed the concept of intuitionistic fuzzy PMS-subalgebra under homomorphism and Cartesian product in a PMS-algebra. We confirmed that the homomorphic image and the homomorphic inverse image of an intuitionistic fuzzy PMS-subalgebra in a PMS-algebra are intuitionistic fuzzy PMS-subalgebras. We also proved that the Cartesian product of the intuitionistic fuzzy PMS-subalgebras of a PMS-algebra is an intuitionistic fuzzy PMS-subalgebra of a PMS-algebra. Furthermore, we characterized the Cartesian products of intuitionistic fuzzy PMSsubalgebras in terms of their level sets. Finally, we discussed the concept of the strongest intuitionistic fuzzy PMS-relation on an intuitionistic fuzzy PMS-subalgebra of a PMS-algebra and investigated some of its properties. We will further extend these concepts to intuitionistic fuzzy PMS-ideals of a PMS-algebra for new results in our future work.
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# THE THEORY OF AN ARBITRARY HIGHER $\lambda$-MODEL 


#### Abstract

One takes advantage of some basic properties of every homotopic $\lambda$-model (e.g. extensional Kan complex) to explore the higher $\beta \eta$-conversions, which would correspond to proofs of equality between terms of a theory of equality of any extensional Kan complex. Besides, Identity types based on computational paths are adapted to a type-free theory with higher $\lambda$-terms, whose equality rules would be contained in the theory of any $\lambda$-homotopic model.
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## 1. Introduction

In [4] and [5] the initiative is born to search for higher $\lambda$-models with non-trivial structure of $\infty$-groupoid, by using extensional Kan complexes $K \simeq[K \rightarrow K]$. In [3] the existence of higher non-trivial models is proved by solving homotopy domain equations.

If we understand an arbitrary higher $\lambda$-model as an extensional Kan complex, the following question arises: What would be the syntactic structure of the equality theory of any higher $\lambda$-model, i.e., is its equality theory a generalization of the $\beta \eta$-conversions to $(n) \beta \eta$-conversions in a set
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$\Lambda_{n-1}(a, b)$ by $(n) \beta \eta$-contractions induced by the extensionality from a Kan complex?

We shall see some consequences of the equality theory $\operatorname{Th}(\mathcal{K})$ of an extensional Kan complex $\mathcal{K}$ with some examples of equality and nonequality of terms. This paves the way for a definition of the $(n) \beta \eta$-conversions, which will belong to the set of $n$-conversions $\Lambda_{n}$ induced by the least theory of equality on all the extensional Kan complexes, here called Homotopy Type-Free Theory (HoTFT).

On the other hand, we define, from the identity types based on computational paths [1], the untyped theory of higher $\lambda \beta \eta$-equality TH- $\lambda \beta \eta$. We ask about the relationship between TH- $\lambda \beta \eta$ and HoTFT.

In this work we will try to answer these questions according to the following sections: In section 2, we explore the theory of any extensional Kan complex in order to generalize the $\beta \eta$-conversions to $(n) \beta \eta$-conversions in a set $\Lambda_{n-1}(a, b)$ by $(n) \beta \eta$-contractions induced by the extensionality from a Kan complex. In section 3 , the identity types $I d_{A}(a, b)$ based on computational paths are taken into account, to define a type-free theory of higher $\lambda \beta \eta$-equality TH- $\lambda \beta \eta$ with $\lambda^{n}$-terms and $n$-redexes in a set $\Lambda^{n-1}(a, b)$ with $n \geq 1$. Finally, we look at the relationship of this TH- $\lambda \beta \eta$ with the least theory of equality on all the extensional Kan complexes HoTFT through the relationship between the sets $\Lambda^{n}$ and $\Lambda_{n}$ for each $n \geq 0$.

## 2. Theory of extensional Kan complexes

In this section, we shall see some consequences of the equality theory $T h(\mathcal{K})$ of an extensional Kan complex $\mathcal{K}$ with some examples of equality and nonequality of terms. This shall pave the way for a definition of the $(n) \beta \eta$ conversions, which will belong to the set of $n$-conversions $\Lambda_{n}$ induced by the least theory of equality on all extensional Kan complexes, denoted by HoTFT.

Definition 2.1 ( $\infty$-category [2]). An $\infty$-category is a simplicial set $X$ which has the following property: for any $0<i<n$, any map $f_{0}: \Lambda_{i}^{n} \rightarrow X$ admits an extension $f: \Delta^{n} \rightarrow X$.

Here the simplicial set $K$ is defined as a presheaf $\Delta^{o p} \rightarrow$ Set, with $\Delta$ being the simplicial indexing category, whose objects are finite ordinals
$[n]=\{0,1, \ldots, n\}$, and morphisms are the (non strictly) order preserving maps. $\Delta^{n}$ is the standard $n$-simplex defined for each $n \geq 0$ as the simplicial set $\Delta^{n}:=\Delta(-,[n])$. And $\Lambda_{i}^{n}$ is a horn defined as largest subobject of $\Delta^{n}$ that does not include the face opposing the $i$-th vertex.

Definition 2.2. From the definition above, we have the following special cases:

- $X$ is a Kan complex if there is an extension for each $0 \leq i \leq n$.
- $X$ is a category if the extension exists uniquely [6].
- $X$ is a groupoid if the extension exists for all $0 \leq i \leq n$ and is unique [6].

In other words, a Kan complex is an $\infty$-groupoid; composed of objects, 1-morphisms, 2 -morphisms, ..., all those invertible.

Notation. For $K$ a Kan simplex and $n \geq 0$, let $K_{n}=\operatorname{Fun}\left(\Delta^{n}, K\right)$ be the Kan complex of the $n$-simplexes.

Let Var be the set of all variables of $\lambda$-calculus, for all $m, n \geq 0$, each assignment $\rho: \operatorname{Var} \rightarrow K_{n}(\rho(t)$ is an $n$-simplex of $K$, for each $t \in \operatorname{Var})$, $x \in \operatorname{Var}$ and $f \in K_{m}$, denote by $[f / x] \rho$ the assignment $\rho^{\prime}: \operatorname{Var} \rightarrow K$ which coincides with $\rho$, except on $x$, where $\rho^{\prime}$ takes the value $f$.

Definition 2.3 (h.p.o. [5]). Let $\hat{K}$ be an $\infty$-category. The largest Kan complex $K \subseteq \hat{K}$ is a homotopy partial order (h.p.o.), if for every $x, y \in K$ one has that $\hat{K}(x, y)$ is contractible or empty. Hence, the Kan complex $K$ admits a relation of h.p.o. $\precsim$ defined for each $x, y \in K$ as follows: $x \precsim y$ if $\hat{K}(x, y) \neq \emptyset$, hence the pair ( $K, \precsim$ ) is a h.p.o. (we denote simply by $K$ ).

Definition 2.4 (c.h.p.o. [5]). Let $K$ be an h.p.o.

1. An h.p.o. $X \subseteq K$ is directed if $X \neq \emptyset$ and for each $x, y \in X$, there exists $z \in X$ such that $x \precsim z$ and $y \precsim z$.
2. $K$ is a complete homotopy partial order (c.h.p.o.) if
(a) There are initial objects, i.e., $\perp \in K$ is a initial object if for each $x \in K, \perp \precsim x$.
(b) For each directed $X \subseteq \mathcal{K}$ the supremum (or colimit) $\gamma X \in \mathcal{K}$ exists.

Definition 2.5 (Continuity [3]). Let $K$ and $K^{\prime}$ be c.h.p.o.'s. A functor $F: K \rightarrow K^{\prime}$ is continuous if $F(Y X) \simeq Y F(X)$, where $F(X)$ is the essential image.
Definition 2.6 (CHPO [3]). Define the subcategory $C H P O \subseteq C A T_{\infty}$ whose objects are the c.h.p.o.'s and the morphisms are the continuous functors, where $C A T_{\infty}$ is the $\infty$-category of the $\infty$-categories [2].
Definition 2.7 (Reflexive Kan complex ${ }^{1}[5]$ ). A quadruple $\langle K, F, G, \varepsilon\rangle$ is called a reflexive Kan complex, if $K$ is a c.h.p.o. such that the full subcategory $[K \rightarrow K] \subseteq F u n(K, K)$ of the continuous functors is a retract of $K$, via the functors

$$
F: K \rightarrow[K \rightarrow K], \quad G:[K \rightarrow K] \rightarrow K
$$

and the natural equivalence $\varepsilon: F G \rightarrow 1_{[K \rightarrow K]}$. If there is a natural equivalence $\eta: 1_{K} \rightarrow G F$, the quintuple $\langle K, F, G, \varepsilon, \eta\rangle$ represents an extensional Kan complex.

Just as the recursive Domain Equation $X \cong[X \rightarrow X]$ (in the category of the c.p.o's) has an implicit recursive definition of data-types, the "Homotopy Domain Equation" $[3] X \simeq[X \rightarrow X]$ (in the $\infty$-category $C H P O$ ) would also have a recursive definition of data-types. A recursively defined computational object (e.g., a proof by mathematical induction) would be of a higher order relative to the classical case, whose interpretation would be recursively defined by a sequence of partial functors $F_{i}: K \rightarrow K$, over a Kan complex $K$ weakly ordered, which converges to a total functor $F: K \rightarrow K$, whose details are not among the objectives of this work, but will be developed in future works, when studying the semantics (case of inductive types) of the version of HoTT based on computational paths.
Example 2.8 ([3]). The c.h.p.o $K_{\infty}$, which generalizes Dana Scott's c.p.o $D_{\infty}$, is an extensional Kan complex, since $K_{\infty}$ is a solution for the Homotopy Domain Equation $X \simeq[X \rightarrow X]$ in the $\infty$-category $C H P O$ of c.h.p.o's and continuous functors.

Thus, intuitively, from the computational point of view, we have that a Kan complex, which satisfies the Homotopy Domain Equation, is not only

[^0]capable of verifying the computability of constructions typical of classical programming languages, as $D_{\infty}$ does it, but it also has the advantage (over $D_{\infty}$ ) of verifying the computability of higher constructions, such as a mathematical proof of some proposition, the proof of the equivalence between two proofs of the same proposition, etc.

Besides, in [3], several examples of extensional objects (Kan complexes) are presented in the Kleisli $\infty$-category $K l(P)$.

Definition 2.9 ([5]). Let $K$ be a reflexive Kan complex (via the morphisms $F, G)$.

1. For $f, g: \triangle^{n} \rightarrow K$ (or also $f, g \in K_{n}$ ) define the $n$-simplex

$$
f \bullet_{\Delta^{n}} g=F(f)(g) .
$$

In particular for vertices $a, b \in K$,

$$
a \bullet b=a \bullet \triangle^{0} b=F(a)(b),
$$

besides, $F(a) \bullet(-)=a \bullet(-)$ and $F(-)(b)=(-) \bullet b$ are functors on $K$, then for $f \in K_{n}$ one defines the $n$-simplexes

$$
a \bullet f=F(a)(f), \quad f \bullet b=F(f)(b)
$$

2. For each $n \geq 0$, let $\rho$ be a valuation at $K_{n}$. Define the interpretation $\llbracket \rrbracket_{\rho}: \Lambda \rightarrow K_{n}$ by induction as follows
(a) $\llbracket x \rrbracket_{\rho}=\rho(x)$,
(b) $\llbracket M N \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho} \bullet \llbracket N \rrbracket_{\rho}$,
(c) $\llbracket \lambda x \cdot M \rrbracket_{\rho}=G\left(\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}\right)$, where $\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}=\llbracket M \rrbracket_{[-/ x] \rho}$ : $K \rightarrow K_{n}$.

Remark 2.10. Given $g \in K_{n}$ and $\rho: \operatorname{Var} \rightarrow K_{n}$, the higher $\beta$-contraction is interpreted by

$$
\begin{aligned}
& \llbracket \lambda x . M \rrbracket_{\rho} \bullet g=G\left(\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}\right) \bullet g \\
&=F\left(G\left(\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}\right)\right)(g) \\
& \stackrel{\left(\varepsilon_{\left.\boldsymbol{\lambda} f . \llbracket M \rrbracket_{[f / x] \rho}\right)_{g}}^{\longrightarrow}\left(\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}\right)(g)\right.}{ } \\
&=\llbracket M \rrbracket_{[g / x] \rho},
\end{aligned}
$$

where $\varepsilon_{\boldsymbol{\lambda} f . \llbracket M \rrbracket_{[f / x] \rho}}$ is the natural equivalence, induced by $\varepsilon$, between the functors $F\left(G\left(\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}\right), \boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho} \quad: \quad K \quad \rightarrow \quad K_{n}\right.$. Hence $\left(\varepsilon_{\boldsymbol{\lambda} f . \llbracket M \rrbracket_{[f / x] \rho}}\right)_{g}$ is the equivalence induced by the $n$-simplex $g$ in $K$.

Hence, if $\langle K, F, G, \varepsilon, \eta\rangle$ is extensional and $n=0$, so that the $\beta$-contraction is modelled by $\varepsilon: F G \rightarrow 1$; the (reverse) $\eta$-contraction is modelled by $\eta: 1 \rightarrow G F$. Besides, if $n>0$, we have that the natural equivalences $\varepsilon$ and $\eta$ will induce higher $\beta$-contractions and (reverse) $\eta$-contractions respectively, as we will see later.

Proposition 2.11. Let $x, y, M, N, P$ be $\lambda$-terms. The interpretations of $\beta$-reductions

are equivalent in every reflexive Kan complex $\langle K, F, G, \varepsilon\rangle$.
Proof: Let $a=\llbracket P \rrbracket_{\rho}, \llbracket \lambda y \cdot N \rrbracket_{\rho} \bullet a \xrightarrow{f} \llbracket N \rrbracket_{[a / y] \rho}, R=F G\left(\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}\right)$, $L=\boldsymbol{\lambda} f \cdot \llbracket M \rrbracket_{[f / x] \rho}$ and $\varepsilon^{\prime}=\varepsilon_{\boldsymbol{\lambda} f . \llbracket M \rrbracket_{[f / x] \rho}}$. One has that the natural equivalence $\varepsilon^{\prime}: R \rightarrow L$ makes the following diagram (weakly) commute:

$$
\begin{gathered}
R\left(\llbracket \lambda y \cdot N \rrbracket_{\rho} \bullet a\right) \xrightarrow{\varepsilon_{\llbracket \lambda y \cdot N \rrbracket}^{\prime} \bullet a} L\left(\llbracket \lambda y \cdot N \rrbracket_{\rho} \bullet a\right) \\
R(f) \downarrow \\
R\left(\llbracket N \rrbracket_{[a / y] \rho)}\right) \xrightarrow{\varepsilon_{\llbracket N \rrbracket_{[a / y] \rho}^{\prime}}} L\left(\llbracket N \rrbracket_{[a / y] \rho)}\right.
\end{gathered}
$$

which, by Remark 2.10, corresponds to the (weakly) commutative diagram


Example 2.12. The $\lambda$-term $(\lambda x . u)((\lambda y . v) z)$ has two $\beta$-reductions:

making $u=M, v=N$ and $z=P$, by Proposition 2.11, the interpretations of these $\beta$-reductions are equivalent in all reflexive Kan complexes $\langle K, F, G, \varepsilon\rangle$.

Next, we shall give examples where the reductions of $\lambda$-terms are not equivalent.

Example 2.13. The $\lambda$-term $(\lambda x .(\lambda y . y x) z) v$ has the $\beta$-reductions


Given a reflexive Kan complex $\langle K, F, G, \varepsilon\rangle$. Let $\rho(v)=c, \rho(z)=d$ vertices at $K$ and $R=F G$. The interpretation of the $\beta$-reductions of $(\lambda x .(\lambda y . y x) z) v$ depends on solving the diagram equation

where $f=\boldsymbol{\lambda} a . R(\boldsymbol{\lambda} b . b \bullet a)(d)$ and $g=\boldsymbol{\lambda} a . d \bullet a$ are functors at $[K \rightarrow K]$. One has $h_{a}=\left(\varepsilon_{\boldsymbol{\lambda} b . b \bullet a}\right)_{d}: f(a) \rightarrow g(a)$ for each vertex $a \in K$, but $h_{a}$ is not necessarily a functorial equivalence in any reflexive Kan complex $\langle K, F, G, \varepsilon\rangle$ to get the diagram to commute:


Example 2.14. The $\lambda$-term $(\lambda z . x z) y$ has the $\beta \eta$-contractions

$$
(\lambda z . x z) y \xrightarrow{\frac{1 \beta}{\longrightarrow}} x y
$$

Take an extensional Kan complex $\langle K, F, G, \varepsilon, \eta\rangle$. Let $\rho(x)=a$ and $\rho(y)=b$ be vertices of $K$. The interpretation of $\lambda$-term is given by: $\llbracket(\lambda z . x z) y \rrbracket_{\rho}=\llbracket \lambda z . x z \rrbracket_{\rho} \bullet b=G(\boldsymbol{\lambda} c . F(a)(c)) \bullet b=G(F(a)) \bullet b=(F G F)(a)(b)$. The interpretation of the $\beta \eta$-contractions corresponds to the degenerated diagrams


But the diagrams do not necessarily commute in every extensional Kan complex $\langle K, F, G, \varepsilon, \eta\rangle$.

For examples of higher extensional $\lambda$-models see [3].
It is known that the types of HoTT correspond to $\infty$-groupoids. Taking advantage of this situation, for a reflexive Kan complex, let us define the theory of equality on that Kan complex ( $\infty$-groupoid) as follows.
Definition 2.15 (Theory of an extensional Kan complex). Let $\mathcal{K}=$ $\langle K, F, G, \varepsilon, \eta\rangle$ be an extensional Kan complex. Define the theory of equality of $\mathcal{K}$ as the class

$$
T h_{1}(\mathcal{K})=\left\{M=N \mid \llbracket M \rrbracket_{\rho} \simeq \llbracket N \rrbracket_{\rho} \text { for all } \rho: \operatorname{Var} \rightarrow K\right\}
$$

where $\llbracket M \rrbracket_{\rho} \simeq \llbracket N \rrbracket_{\rho}$ is the equivalence between vertices of $K$ for some equivalence $\llbracket s \rrbracket_{\rho}: \llbracket M \rrbracket_{\rho} \rightarrow \llbracket N \rrbracket_{\rho}$, and " $s$ " denotes the conversion between $\lambda$-terms $M$ and $N$ induced by $\llbracket s \rrbracket_{\rho}$ for all evaluation $\rho$.

In the Definition 2.15, notice that the equivalence $\llbracket M \rrbracket_{\rho} \simeq \llbracket N \rrbracket_{\rho}$ for all $\rho$, induces the intentional equality $M=N$, which can be seen as an identity type based on computational paths [1]; the conversion $s$ may also be seen as a computational proof (a finite sequence of basic rewrites [1] induced by $K$ ) of the proposition $M=N$ in the theory $T h_{1}(\mathcal{K})$.

Remark 2.16. If $s$ is a $\beta$-contraction or $\eta$-contraction and the functor $F$ is not surjective for objects, the equality $M={ }_{1 \beta} N: K$ or $M={ }_{1 \eta} N: K$ is not necessarily a judgmental equality (as it happens in HoTT); $\llbracket M \rrbracket_{\rho}$ and $\llbracket N \rrbracket_{\rho}$ may be different vertices in $K$. Thus, the theory $T h_{1}(\mathcal{K})$ may be seen as the family of all the identity types which are inhabited by paths which are not necessarily equal to the reflexive path refl $l_{M}$.

Notation. Let $M$ and $N$ be $\lambda$-terms ( $M, N \in \Lambda_{0}$ ) and $\mathcal{K}$ be an extensional Kan complex. Denote by $\Lambda_{0}(K)(M, N)$ the set of all the 1 -conversions from $M$ to $N$ induced by $\mathcal{K}$. We write $\Lambda_{1}(\mathcal{K}):=\bigcup_{M, N \in \Lambda_{0}} \Lambda_{0}(\mathcal{K})(M, N)$ for the family of all 1 -conversions induced by $\mathcal{K}$.

Let $s, t \in \Lambda_{0}(\mathcal{K})(M, N)$. Denote by $\Lambda_{0}(\mathcal{K})(M, N)(s, t)$ the set of all the 2-conversions from $s$ to $t$. And let $\Lambda_{2}(\mathcal{K}):=$ $\bigcup_{s, t \in \Lambda_{1}} \bigcup_{M, N \in \Lambda_{0}} \Lambda_{0}(\mathcal{K})(M, N)(s, t)$ be the family of all 2-conversions induced by $\mathcal{K}$, and so on we keep iterating for the families $\Lambda_{3}(\mathcal{K}), \Lambda_{4}(\mathcal{K}), \ldots$

Since $\mathcal{K}$ is a reflexive Kan complex, $T h_{1}(\mathcal{K})$ is an intentional $\lambda$-theory of 1 -equality which contains the theory $\lambda \beta \eta$. Iterate again, we have the $\lambda$-theory of 2-equality

$$
T h_{2}(\mathcal{K})=\left\{r=s \mid \forall \rho\left(\llbracket r \rrbracket_{\rho} \simeq \llbracket s \rrbracket_{\rho}\right) \text { and } r, s \in \Lambda_{0}(\mathcal{K})(M, N)\right\} .
$$

If we keep iterating, we can see that the reflexive Kan complex $\mathcal{K}$ will certainly induce a $\lambda$-theory of higher equality given by the inverse and direct limit

$$
T h(\mathcal{K})=\bigcup_{n \geq 1} T h_{n}(\mathcal{K})
$$

Just as $T h_{1}(\mathcal{K})$ contains $\lambda \beta \eta, T h(\mathcal{K})$ will contain a (simple version of) 'Homotopy Type-Free Theory', defined as follows.

Definition 2.17 (Homotopy Type-Free Theory). A Homotopy Type-Free Theory (HoTFT) consists of the least theory of equality, that is

$$
\text { HoTFT }:=\bigcap\{T h(\mathcal{K}) \mid \mathcal{K} \text { is an extensional Kan complex }\} .
$$

And for each $n \geq 0$ let

$$
\Lambda_{n}:=\bigcap\left\{\Lambda_{n}(\mathcal{K}) \mid \mathcal{K} \text { is an extensional Kan complex }\right\}
$$

be the set of $n \beta \eta$-conversions.
For example, let $\mathcal{K}=\langle K, F, G, \varepsilon, \eta\rangle$ be an extensional Kan complex and $x, M$ and $N \lambda$-terms. By Definition 2.17, the $\beta$-contraction $(\lambda x . M) N \xrightarrow{1 \beta}$ $[N / x] M$ inhabits the set $\Lambda_{0}((\lambda x . M) N,[N / x] M)$;

$$
\llbracket 1 \beta \rrbracket_{\rho}=\left(\varepsilon_{\left.\llbracket M \rrbracket_{[-/ x] \rho}\right)}\right)_{\llbracket N \rrbracket_{\rho}} \in K\left(\llbracket(\lambda x . M) N \rrbracket_{\rho}, \llbracket[N / x] M \rrbracket_{\rho}\right)
$$

and the $\eta$-contraction $\lambda x . M x \xrightarrow{1 \eta} M, x \quad \notin F V(M)$, belongs to $\Lambda_{0}(K)(\lambda x . M x, M) ;$

$$
\llbracket 1 \eta \rrbracket_{\rho}=\eta_{\llbracket M \rrbracket_{\rho}} \in K\left(\llbracket \lambda x . M x \rrbracket_{\rho}, \llbracket M \rrbracket_{\rho}\right)
$$

If $t$ is a $\beta \eta$-conversion from $\lambda$-term $M$ to $N$, by Definition 2.17, $t \in$ $\Lambda_{0}(M, N)$. For $x, P \lambda$-terms, we have the vertices $\llbracket \lambda x . P \rrbracket_{\rho} \in K$ and $\llbracket t \rrbracket_{\rho} \in K\left(\llbracket M \rrbracket_{\rho}, \llbracket N \rrbracket_{\rho}\right)$. Thus, $\llbracket(\lambda x . P) t \rrbracket_{\rho}=\llbracket \lambda x . P \rrbracket_{\rho} \bullet \llbracket t \rrbracket_{\rho} \in K\left(\llbracket(\lambda x . P) M \rrbracket_{\rho}\right.$, $\left.\llbracket(\lambda x . P) N \rrbracket_{\rho}\right)$ and $\llbracket P \rrbracket_{\left[\llbracket t \rrbracket_{\rho} / x\right] \rho} \in K\left(\llbracket P \rrbracket_{\left[\llbracket M \rrbracket_{\rho} / x\right] \rho,}, \llbracket P \rrbracket_{\left[\llbracket N \rrbracket_{\rho} / x\right] \rho}\right)$, where $\left[\llbracket t \rrbracket_{\rho} / x\right] \rho: \operatorname{Var} \rightarrow K_{1}$ is an evaluation $\rho^{\prime}(x)=\llbracket t \rrbracket_{\rho}$ and ( $n$-times degeneration of vertex $\rho(r)) \rho^{\prime}(r)=s^{n}(\rho(r))$ if $r \neq x$. By Definition 2.17, ( $\left.\lambda x . P\right) t \in$ $\Lambda_{0}((\lambda x . P) M,(\lambda x . P) N)$ and $\llbracket P \rrbracket_{\left.\llbracket \llbracket t \rrbracket_{\rho} / x\right]_{\rho}} \in K\left(\llbracket P \rrbracket_{\left[\llbracket M \rrbracket_{\rho} / x\right] \rho}, \llbracket P \rrbracket_{\left.\left[\llbracket N \rrbracket_{\rho} / x\right]_{\rho}\right)}\right.$. But

$$
\llbracket(\lambda x . P) t \rrbracket_{\rho} \xrightarrow{\left(\varepsilon_{\llbracket P \rrbracket_{[-/ x] \rho}}\right)_{\llbracket t \rrbracket_{\rho}}} \llbracket P \rrbracket_{\left[\llbracket t \rrbracket_{\rho} / x\right] \rho}
$$

So $(\lambda x . P) t=[t / x] P$ and induces the $2 \beta$-contraction

$$
(\lambda x . P) t \xrightarrow{2 \beta_{P, t}}[t / x] P
$$

corresponding to a similar diagram to that of Proposition 2.11, i.e.,

$$
\begin{aligned}
& (\lambda x . P) M \xrightarrow{1 \beta_{M}}[M / x] P \\
& (\lambda x . P) t \downarrow \quad \Longrightarrow_{2 \beta_{t}} \quad \downarrow[t / x] M \\
& (\lambda x . P) N \underset{1 \beta_{N}}{ }[N / x] P
\end{aligned}
$$

Hence $2 \beta_{t} \in \Lambda_{0}((\lambda x . P) M,[N / x] P)\left(\tau\left(1 \beta_{M},[t / x] M\right), \tau\left((\lambda x . P) t, 1 \beta_{N}\right)\right)$, where $\tau(r, s)$ is the concatenation of the conversions $r \in \Lambda(a, b)$ and $s \in$ $\Lambda(b, c)$. On the other hand, for $y \notin F V(t)$ one has the equivalence

$$
\llbracket t \rrbracket_{\rho} \xrightarrow{\eta_{\llbracket t \rrbracket_{\rho}}} \llbracket \lambda y . t y \rrbracket_{\rho},
$$

that is, $(\lambda y . t y)=t$ and induces the $2 \eta$-contraction

$$
(\lambda y . t y) \xrightarrow{2 \eta_{t}} t,
$$

which corresponds to the diagram

$$
\begin{gathered}
\lambda y \cdot M y \xrightarrow{n \eta_{r}}{ }_{c}^{M} \\
\lambda y . t y \mid \\
\downarrow \\
\left.\lambda y \cdot N y \xrightarrow{2 \eta_{t}}\right|_{n \eta_{s}}
\end{gathered}{ }^{t}{ }^{t}
$$

In general, if $t \in \Lambda_{n-1}$, the equivalences

$$
\llbracket(\lambda x . P) t \rrbracket_{\rho} \xrightarrow{\left(\varepsilon_{\llbracket P \rrbracket_{\llbracket-/ x\rfloor \rho}}\right)_{\llbracket t \rrbracket_{\rho}}} \llbracket P \rrbracket_{\left.\llbracket \llbracket t \rrbracket_{\rho} / x\right] \rho}, \quad \llbracket t \rrbracket_{\rho} \xrightarrow{\eta_{\llbracket t \rrbracket \rho}} \llbracket \lambda y \cdot t y \rrbracket_{\rho}
$$

in every extensional Kan complex $K$, induce the ( $n$ ) $\beta \eta$-contractions

$$
(\lambda x . P) t \xrightarrow{n \beta_{t}}[t / x] P, \quad(\lambda y . t y) \xrightarrow{n \eta_{t}} t .
$$

which explains the following Corollary.
Corollary 2.18. If $x, y, P$ be $\lambda$-terms, $n \geq 1$ and $t \in \Lambda_{n}(r, s)$ with $y \notin$ $F V(t)$, then the interpretation from diagrams

commutes in every extensional Kan complex $K$.
Thus, any reflexive Kan complex inductively induces, for each $n \geq 1$, from an $(n) \beta \eta$-conversion $t$ to the $(n+1) \beta \eta$-contractions

$$
\begin{aligned}
& \begin{array}{c}
(\lambda x . P) r \xrightarrow{n \beta_{r}}[r / x] P \\
(\lambda x . P) t \mid \Longrightarrow{ }_{(n+1) \beta_{t}} \quad \downarrow[t / x] M \\
\downarrow \\
(\lambda x . P) s \xrightarrow{\longrightarrow}[s / x] P
\end{array} \\
& (\lambda x . P) s \xrightarrow[n \beta_{s}]{ }[s / x] P
\end{aligned}
$$

and these, in their turn, define the $(n+1) \beta \eta$-conversions, of $(n) \beta \eta$-conversion, which would inhabit the set $\Lambda_{n+1}$.

## 3. Extensional Kan complexes and Identity types based on higher $\lambda$-terms

In this section, we use the extensionality of any extensional Kan complex $K$ to define the set of $\lambda^{n}$-terms $\Lambda^{n-1}(a, b)$ induced by the space $K_{n-1}\left(\llbracket a \rrbracket_{\rho}, \llbracket b \rrbracket_{\rho}\right)$, which would be a type-free version of the identity type $I d_{A}(a, b)$ based on computational paths of [1]. And finally we see the relationship between the set $\Lambda^{n}$ of all the $\lambda^{n}$-terms and the set $\Lambda_{n}$ from the previous section.

By Definition of Cartesian product of simplicial sets one has that for each $n \geq 0,(K \times K)_{n}=K_{n} \times K_{n}$. If $\mathcal{K}=\langle K, F, G, \varepsilon, \eta\rangle$ is an extensional Kan complex, then $K_{n} \times K_{n} \simeq K_{n}$, that is $K_{n} \simeq\left[K_{n} \rightarrow K_{n}\right]$. Hence $\mathcal{K}_{n}=\left\langle K_{n}, F, G, \varepsilon, \eta\right\rangle$ is an extensional Kan complex for each $n \geq 0$.

For example the case $n=1$, one has that $\llbracket 1 \beta \rrbracket_{\rho}, \llbracket 1 \eta \rrbracket_{\rho} \in K_{1}$, that is $1 \beta, 1 \eta$ would be ' $\lambda^{1}$-terms'. Hence, for any $\beta \eta$-conversion $r$ between $\lambda$-terms, $\llbracket r \rrbracket_{\rho} \in K_{1}$, i.e., $r$ would be also a ' $\lambda^{1}$-term' (denoted by $r \in$ $\Lambda^{1}$ ). If $h(r)$ is a $\beta \eta$-conversion which depends on the $\beta \eta$-conversion $r$, by extensionality of $K_{1}$, one has

$$
\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho}:=G\left(\llbracket h(r) \rrbracket_{[-/ r]_{\rho}}\right) \in K_{1}
$$

where $\llbracket h(r) \rrbracket_{[-/ r] \rho}: K_{1} \rightarrow K_{1}$.
Thus, for $m, r \in \Lambda^{0}(c, d)\left(\lambda^{1}\right.$-terms from $c$ to $\left.d\right)$ the ' $\lambda^{1}$-term' $\lambda^{1} r . h(r)$ can define the $\beta_{2}$-contraction

$$
\left(\lambda^{1} r . h(r)\right) m \xrightarrow{\beta_{2}} h(m / r)
$$

where

$$
\llbracket\left(\lambda^{1} r . h(r)\right) m \rrbracket_{\rho}:=\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho} \bullet_{\Delta^{1}} \llbracket m \rrbracket_{\rho}=F\left(\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho}\right)\left(\llbracket m \rrbracket_{\rho}\right) \in K_{1},
$$

hence, $\left(\lambda^{1} r . h(r)\right) m$ can be seen as a $\lambda^{1}$-term.
The question arises: $\llbracket \beta_{2} \rrbracket_{\rho} \in K_{2}$ ? To answer this question, let us first prove the following proposition.

Proposition 3.1. Let $\mathcal{K}=\langle K, F, G, \varepsilon, \eta\rangle$ be an extensional Kan complex. For each vertex $a, b, c, d \in K$ one has an equivalence of homotopy

$$
K(a, b) \simeq[K(c, d) \rightarrow K(a \bullet c, b \bullet d)],
$$

and in general, for $n \geq 1$ and the vertices $a_{i+1}, b_{i+1} \in K\left(a_{0}, b_{0}\right) \cdots\left(a_{i}, b_{i}\right)$ and $c_{i+1}, d_{i+1} \in K\left(c_{0}, d_{0}\right) \cdots\left(c_{i}, d_{i}\right)$ with $0 \leq i \leq n-1$, there is an equivalence

$$
\begin{aligned}
& K\left(a_{0}, b_{0}\right) \cdots\left(a_{n}, b_{n}\right) \simeq\left[K\left(c_{0}, d_{0}\right) \cdots\left(c_{n}, d_{n}\right) \rightarrow\right. \\
&\left.K\left(a_{0} \bullet c_{0}, b_{0} \bullet d_{0}\right) \cdots\left(a_{n} \bullet c_{n}, b_{n} \bullet d_{n}\right)\right]
\end{aligned}
$$

Proof: Since $\mathcal{K}$ is extensional, there is the equivalence $F^{\prime}: K \times K \rightarrow K$. Hence

$$
K(a, b) \times K(c, d)=(K \times K)((a, c),(b, d)) \simeq K\left(F^{\prime}(a, c), F^{\prime}(b, d)\right),
$$

that is,

$$
K(a, b) \simeq[K(c, d) \rightarrow K(F(a)(c), F(b)(d))]=[K(c, d) \rightarrow K(a \bullet c, b \bullet d)] .
$$

Let $K_{n}\left(p_{n}, q_{n}\right)=K\left(p_{0}, q_{0}\right) \cdots\left(p_{n}, q_{n}\right)$ for each $p_{i}, q_{i} \in K_{i}$ with $0 \leq i \leq n$. Given the Induction Hypothesis (IH)

$$
K_{n}\left(a_{n}, b_{n}\right) \times K_{n}\left(c_{n}, d_{n}\right) \simeq K_{n}\left(F^{\prime}\left(a_{n}, c_{n}\right), F^{\prime}\left(b_{n}, d_{n}\right)\right),
$$

for the case $(n+1)$ one has

$$
\begin{align*}
& K_{n+1}\left(a_{n+1}, b_{n+1}\right) \times K_{n+1}\left(c_{n+1}, d_{n+1}\right)= \\
& =K_{n}\left(a_{n}, b_{n}\right)\left(a_{n+1}, b_{n+1}\right) \times K_{n}\left(c_{n}, d_{n}\right)\left(c_{n+1}, d_{n+1}\right) \\
& =\left(K_{n}\left(a_{n}, b_{n}\right) \times K_{n}\left(c_{n}, d_{n}\right)\right)\left(\left(a_{n+1}, c_{n+1}\right),\left(b_{n+1}, d_{n+1}\right)\right) \\
& \simeq K_{n}\left(F^{\prime}\left(a_{n}, c_{n}\right), F^{\prime}\left(b_{n}, d_{n}\right)\right)\left(F^{\prime}\left(a_{n+1}, c_{n+1}\right), F^{\prime}\left(b_{n+1}, d_{n+1}\right)\right)  \tag{byI.H}\\
& =K_{n+1}\left(F^{\prime}\left(a_{n+1}, c_{n+1}\right), F^{\prime}\left(b_{n+1}, d_{n+1}\right)\right) .
\end{align*}
$$

Thus,

$$
\begin{aligned}
& K_{n+1}\left(a_{n+1}, b_{n+1}\right) \\
& \simeq\left[K_{n+1}\left(c_{n+1}, d_{n+1}\right) \rightarrow K_{n+1}\left(F\left(a_{n+1}\right)\left(c_{n+1}\right), F\left(b_{n+1}\right)\left(d_{n+1}\right)\right)\right] \\
& =\left[K_{n+1}\left(c_{n+1}, d_{n+1}\right) \rightarrow K_{n+1}\left(a_{n+1} \bullet c_{n+1}, b_{n+1} \bullet d_{n+1}\right)\right] .
\end{aligned}
$$

Therefore, the Proposition 3.1 allows the following definition.
Definition 3.2. Let $\mathcal{K}=\langle K, F, G, \varepsilon, \eta\rangle$ be an extensional Kan complex and $\rho$ be a valuation in $K$. For the $\beta \eta$-conversions $r, s, h(r)$ such that $\llbracket r \rrbracket_{\rho} \in K(c, d), \llbracket s \rrbracket_{\rho} \in K(a, b)$ and $\llbracket h(r) \rrbracket_{\rho} \in K(a \bullet c, b \bullet d)$, define the interpretation by induction as follows

1. $\llbracket r \rrbracket_{\rho} \in K(c, d)$ is a concatenation of morphisms

$$
c \xrightarrow{f_{1}} c_{1} \xrightarrow{f_{2}} c_{2} \xrightarrow{f_{3}} \cdots \xrightarrow{f_{m}} d
$$

where each $f_{i}$ depends on: $\left(\varepsilon_{g}\right)_{a}: F(G(g))(a) \rightarrow g(a)$ (interprets each $\beta$-contraction of $r$ ) or $\eta_{b}: b \rightarrow G(F(b))$ (interprets each inverted $\eta$-contraction of $r$ ), with $g \in[K \rightarrow K]$ and $a, b \in K$,
2. $\llbracket s r \rrbracket_{\rho}=\llbracket s \rrbracket_{\rho} \bullet \Delta^{1} \llbracket r \rrbracket_{\rho}=F\left(\llbracket s \rrbracket_{\rho}\right)\left(\llbracket r \rrbracket_{\rho}\right) \in K(a \bullet c, b \bullet d)$,
3. $\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho}=G\left(\llbracket h(r) \rrbracket_{[-/ r\rceil \rho}\right) \in K(a, b)$ where $\llbracket h(r) \rrbracket_{[-/ r]_{\rho}}: K(c, d) \rightarrow$ $K(a \bullet c, b \bullet d)$.
Take $n \geq 2$. For the $(\beta \eta)_{n}$-conversions (Definition 3.4) $r, s$ and $h(r)$ such that $\llbracket r \rrbracket_{\rho} \in K_{n-1}\left(c_{n-1}, d_{n-1}\right), \llbracket s \rrbracket_{\rho} \in K_{n-1}\left(a_{n-1}, b_{n-1}\right)$ and $\llbracket h(r) \rrbracket_{\rho} \in K_{n-1}\left(a_{n-1} \bullet c_{n-1}, b_{n-1} \bullet d_{n-1}\right)$, define the interpretation
4. $\llbracket r \rrbracket_{\rho} \in K_{n-1}\left(c_{n-1}, d_{n-1}\right)$ is a concatenation of $n$-simplexes

$$
c_{n-1} \xrightarrow{f_{1}} s_{1} \xrightarrow{f_{2}} s_{2} \xrightarrow{f_{3}} \cdots \xrightarrow{f_{m}} d_{n-1}
$$

where each $f_{i}$ depends on: $\left(\varepsilon_{g}\right)_{e}: F(G(g))(e) \rightarrow g(e)$ (interprets each $\beta_{n}$-contraction of $r$ ) or $\eta_{e^{\prime}}: e^{\prime} \rightarrow G\left(F\left(e^{\prime}\right)\right)$ (interprets each inverted $\eta_{n}$-contraction of $r$ ), with
$g: K_{n-1}\left(c_{n-1}, d_{n-1}\right) \rightarrow K_{n-1}\left(a_{n-1} \bullet c_{n-1}, b_{n-1} \bullet d_{n-1}\right), e \in$ $K_{n-1}\left(c_{n-1}, d_{n-1}\right)$ and $e^{\prime} \in K_{n-1}\left(a_{n-1}, b_{n-1}\right)$,
5. $\llbracket s r \rrbracket_{\rho}=\llbracket s \rrbracket_{\rho} \bullet \Delta^{n} \llbracket r \rrbracket_{\rho}=F\left(\llbracket s \rrbracket_{\rho}\right)\left(\llbracket r \rrbracket_{\rho}\right) \in K(a \bullet c, b \bullet d)$,
6. $\llbracket \lambda^{n} r . h(r) \rrbracket_{\rho}=G\left(\llbracket h(r) \rrbracket_{[-/ r]_{\rho}}\right) \in K(a, b)$ where

$$
\llbracket h(r) \rrbracket_{[-/ r]_{\rho}}: K_{n-1}\left(c_{n-1}, d_{n-1}\right) \rightarrow K_{n-1}\left(a_{n-1} \bullet c_{n-1}, b_{n-1} \bullet d_{n-1}\right) .
$$

Going back to the question: $\llbracket \beta_{2} \rrbracket_{\rho} \in K_{2}$ ? Since $\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho} \in K_{1}$, so there are vertices $a, b \in K$ such that $\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho} \in K(a, b)$. If $\llbracket r \rrbracket_{\rho}, \llbracket m \rrbracket_{\rho} \in$ $K(c, d)$, by Definition $3.2(2), \llbracket\left(\lambda^{1} r . h(r)\right) m \rrbracket \rrbracket_{\rho}, \llbracket h(m / r) \rrbracket_{\rho} \in K(a \bullet c, b \bullet d)$. Hence,

$$
\llbracket \beta_{2} \rrbracket_{\rho} \in K(a \bullet c, b \bullet d)\left(a_{1}, b_{1}\right) \subseteq K_{2},
$$

where $a_{1}=\llbracket\left(\lambda^{1} r . h(r)\right) m \rrbracket_{\rho}$ and $b_{1}=\llbracket h(m / r) \rrbracket_{\rho}$.
For the question: $\llbracket \eta_{2} \rrbracket_{\rho} \in K_{2}$ ? Let $e \in K(a, b)$ which does not depend on $r \in K(c, d)$. By Definition $3.2(2)$, $\llbracket e r \rrbracket_{\rho} \in K(a \bullet c, b \bullet d)$. By Definition $3.2(3), \llbracket \lambda^{1} r . e r \rrbracket_{\rho} \in K(a, b)$. Then,

$$
\llbracket \eta_{2} \rrbracket_{\rho} \in K(a, b)\left(a_{1}, b_{1}\right) \subseteq K_{2},
$$

where $a_{1}=\llbracket \lambda^{1} r$.er $\rrbracket_{\rho}$ and $b_{1}=\llbracket e \rrbracket_{\rho}$.
Therefore, the $(\beta \eta)_{2}$-conversions are $\lambda^{2}$-terms, which in turn define inductively other $\lambda^{2}$-terms by application and abstraction. We can continue iterating and have the following proposition, to prove that the Definition 3.2 (4) is well defined for all $n \geq 2$.

Proposition 3.3. Let $K$ be an extensional Kan complex and $\rho: \operatorname{Var} \rightarrow K$ be an evaluation. For each $n \geq 1, \llbracket \beta_{n} \rrbracket_{\rho}, \llbracket \eta_{n} \rrbracket_{\rho} \in K_{n}$.
Proof: If $n=1$, one has that $\llbracket \beta_{1} \rrbracket_{\rho}=\llbracket 1 \beta \rrbracket_{\rho} \in K_{1}$ and $\llbracket \eta_{1} \rrbracket_{\rho}=\llbracket 1 \eta \rrbracket_{\rho} \in$ $K_{1}$. Suppose that $\llbracket \beta_{n} \rrbracket_{\rho}, \llbracket \eta_{n} \rrbracket_{\rho} \in K_{n}$. So, induce the $\lambda^{n}$-terms: $r, m \in$ $\Lambda_{n-1}\left(c_{n-1}, d_{n-1}\right)$ and $\lambda^{n} r . h(r) \in \Lambda_{n-1}\left(a_{n-1}, b_{n-1}\right)$. By Proposition 3.1 and Definition 3.2 (5), $\llbracket\left(\lambda^{n} r . h(r)\right) m \rrbracket \rrbracket_{\rho}, \llbracket h(m / r) \rrbracket_{\rho} \in K_{n-1}\left(a_{n-1} \bullet c_{n-1}\right.$, $\left.b_{n-1} \bullet d_{n-1}\right)$. Thus,

$$
\llbracket \beta_{n+1} \rrbracket_{\rho} \in K_{n-1}\left(a_{n-1} \bullet c_{n-1}, b_{n-1} \bullet d_{n-1}\right)\left(a_{n}, b_{n}\right) \subseteq K_{n+1},
$$

where $a_{n}=\llbracket\left(\lambda^{n} r . h(r)\right) m \rrbracket \rrbracket_{\rho}$ and $b_{n}=\llbracket h(m / r) \rrbracket_{\rho}$.
By I.H, let the $\lambda^{n}$-term: $\llbracket e \rrbracket_{\rho} \in K_{n-1}\left(a_{n-1}, b_{n-1}\right)$ which does not depend on $\llbracket r \rrbracket_{\rho} \in K_{n-1}\left(c_{n-1}, d_{n-1}\right)$. By Definition 3.2 (5), $\llbracket e r \rrbracket_{\rho} \in$ $K_{n-1}\left(a_{n-1} \bullet c_{n-1}, b_{n-1} \bullet d_{n-1}\right)$. By Definition 3.2 (6), $\llbracket \lambda^{n} r . e r \rrbracket_{\rho} \in$ $K_{n-1}\left(a_{n-1}, b_{n-1}\right)$. So,

$$
\llbracket \eta_{n+1} \rrbracket_{\rho} \in K_{n-1}\left(a_{n-1}, b_{n-1}\right)\left(a_{n}, b_{n}\right) \subseteq K_{n+1},
$$

where $a_{n}=\llbracket \lambda^{n} r$.er $\rrbracket_{\rho}$ and $b_{n}=\llbracket e \rrbracket_{\rho}$.

Of course, Definition 3.2 depends on the syntax of higher lambda-terms. Next, we define a 'Theory of higher $\lambda \beta \eta$-equality' as a type-free version of the computational paths of [1].

DEfinition 3.4 (Theory of higher $\lambda \beta \eta$-equality). A theory of higher $\lambda \beta \eta$ equality (TH- $\lambda \beta \eta$ ) consists of rules and axioms of the theory of $\beta \eta$-equality ( $\beta \eta$-conversions or in our case we write $(\beta \eta)_{1}$-conversions) between $\lambda$-terms, whose set we denote here by $\Lambda^{0}$, and the rules which define the higher $\beta \eta$ conversions in the following sense:

- (1-introduction and 1-formation rules). $s$ is a $(\beta \eta)_{1}$-conversion from $\lambda$-term $a$ to $\lambda$-term $b$ (denoted by $a={ }_{s} b \in \Lambda^{0}$ ) if $s$ is a usual $(\beta \eta)$ conversion from $a$ to $b$, and we say that all $(\beta \eta)_{1}$-conversion is a $\lambda^{1}$-term.

Let $c={ }_{m} d \in \Lambda^{0}$ and $\left[c={ }_{r} d \in \Lambda^{0}\right] a c={ }_{h(r)} b d \in \Lambda_{0}$. Then $\lambda^{1} r . h(r)$ is a $\lambda^{1}$-term from $a$ to $b$, i.e., $\lambda^{1} r . h(r) \in \Lambda^{0}(a, b)$ and $\left(\lambda^{1} r . h(r)\right) m$ is a $\lambda^{1}$-term from $a c$ to $b d$, i.e., $\left(\lambda^{1} r . h(r)\right) m \in \Lambda^{0}(a c, b d)$. Let $\Lambda^{1}$ the set of the $\lambda^{1}$-terms.

- (Reduction rule). Let the $\lambda^{n+1}$-terms $m \in \Lambda^{n}(c, d),\left[r \in \Lambda^{n}(c, d)\right]$ and $h(r) \in \Lambda^{n}(a c, a d)$. Define the $\lambda^{n+1}$-term: $\lambda^{n+1} r . h(r) \in \Lambda^{n}(a, b)$ and the $\beta_{n+2}$-contraction

$$
\left(\lambda^{n+1} r . h(r)\right) m \xrightarrow{\beta_{n+2}} h(m / r) \in \Lambda^{n}(a c, b d) .
$$

- (Induction rule). If $t \in \Lambda^{n}(c, d)$ and $e \in \Lambda^{n}(a, b)$, then $\eta_{n+2}$-contraction is given by

$$
\lambda^{n+1} t . e t \xrightarrow{\eta_{n+2}} e \in \Lambda^{n}(a, b),
$$

where $e$ does not depend on $t$.

- $\left((n+2)\right.$-Introduction and $(n+2)$-formation rules). If $s$ is a $(\beta \eta)_{n+2^{-}}$ conversion (sequence, it can be empty, of $\beta_{n+2}$-contractions or reversed $\beta_{n+2}$-contractions or $\eta_{n+2}$-contractions or reversed $\eta_{n+2}$-contractions) from $a$ to $b$ in $\Lambda^{n+1}$, that is $a={ }_{s} b \in \Lambda^{n+1}$, then $s \in$ $\Lambda^{n+1}(a, b)$. We say that $s$ is a $\lambda^{n+2}$-term if it is a $(\beta \eta)_{n+2}$-conversion. Let $m \in \Lambda^{n+1}(c, d)$ and $\left[c={ }_{r} d \in \Lambda^{n+1}\right]$. Then one has the $\lambda^{n+2}{ }^{2}$ terms: $\lambda^{n+2} r . h(r) \in \Lambda^{n+1}(a, b)$ and $\left(\lambda^{n+2} r . h(r)\right) m \in \Lambda^{n+1}(a c, b d)$. Let $\Lambda^{n+2}$ be the set of the $\lambda^{n+2}$-terms.

Proposition 3.5. Let $\mathcal{K}=\langle K, F, G, \varepsilon, \eta\rangle$ be an extensional Kan complex and $\rho: \operatorname{Var} \rightarrow K$ be an evaluation. The $(n+1)$-simplexes space $K_{n}\left(\llbracket p \rrbracket \rho, \llbracket q \rrbracket_{\rho}\right)$ models the set of $\lambda^{n+1}$-terms $\Lambda^{n}(p, q)$.

## Proof:

- (1-Formation and 1 -introduction rules). Since $K$ is a Kan complex and $p, q \in \Lambda^{0}$, then $\llbracket p \rrbracket_{\rho}, \llbracket q \rrbracket_{\rho} \in K$ (vertices of $K$ ) and $K(p, q)$ is also a Kan complex.
Let $p={ }_{s} q \in \Lambda^{0}$ be a $(\beta \eta)_{1}$-conversion. Since $K$ is an extensional Kan complex, by Definition 3.2 the interpretation

$$
\llbracket s \rrbracket_{\rho}: \llbracket p \rrbracket_{\rho} \xrightarrow{f_{1}} \llbracket p^{1} \rrbracket \rrbracket_{\rho} \xrightarrow{f_{2}} \llbracket p^{2} \rrbracket_{\rho} \xrightarrow{f_{3}} \cdots \xrightarrow{f_{m}} \llbracket q \rrbracket_{\rho}
$$

is a concatenation of morphisms in $K$ such that each $f_{i}$ corresponds to a morphism which depends on a map of the form: $\left(\varepsilon_{g}\right)_{a}: F(G(g))(a) \rightarrow$ $g(a)$ (models the $\beta_{1}$-contraction) or $\eta_{b}: b \rightarrow G(F(b))$ (models the reversed $\eta_{1}$-contraction), where $a, b \in K$ and $g \in[K \rightarrow K]$. Thus $\llbracket s \rrbracket_{\rho} \in K\left(\llbracket p \rrbracket_{\rho}, \llbracket q \rrbracket_{\rho}\right)$.

Let $m \in \Lambda^{0}(s, t)$ and $\left[s=_{r} t \in \Lambda^{0}\right] \lambda^{1} r . h(r) \in \Lambda^{0}(p, q)$. Since $\mathcal{K}$ is extensional, by Definition 3.2

$$
\llbracket\left(\lambda^{1} r . h(r)\right) m \rrbracket_{\rho}=F\left(G\left(\llbracket h(r) \rrbracket_{[-/ r \rrbracket \rho}\right)\right)\left(\llbracket m \rrbracket_{\rho}\right) \in K\left(\llbracket p s \rrbracket_{\rho}, \llbracket q t \rrbracket_{\rho}\right) .
$$

- (Reduction rule). Let $m \in \Lambda^{n}(s, t)$ and $\left[s={ }_{r} t \in \Lambda^{n}\right] \lambda^{n+1} r . h(r) \in$ $\Lambda^{n}(p, q)$. Since $K$ is extensional, the $\beta_{n+2}$-contraction

$$
\left(\lambda^{n+1} r . h(r)\right) m \xrightarrow{\beta_{n+2}} h(m / r) \in \Lambda^{n}(p s, q t)
$$

corresponds to morphism in $K_{n}\left(\llbracket p s \rrbracket_{\rho}, \llbracket q t \rrbracket_{\rho}\right)((n+2)$-simplex at $K)$ :

$$
F\left(G\left(\llbracket h(r) \rrbracket_{[-/ r] \rho}\right)\right)\left(\llbracket m \rrbracket_{\rho}\right) \xrightarrow{\left(\varepsilon_{\llbracket h(r)} \rrbracket_{[-/ r] \rho}\right) \llbracket_{m \rrbracket} \rrbracket_{\rho}} \llbracket h(m / r) \rrbracket_{\rho} .
$$

- (Induction rule). Let $r \in \Lambda^{n}(p, q)$ and $e \in \Lambda^{n}(p, q)$. Since $K$ is extensional, the $\eta_{n+2}$-contraction

$$
\lambda^{n+1} t . e t \xrightarrow{\eta_{n+2}} e \in \Lambda^{n}(p, q)
$$

corresponds to morphism in $K_{n}\left(\llbracket p \rrbracket_{\rho}, \llbracket q \rrbracket_{\rho}\right)$ :

$$
G\left(F\left(\llbracket e \rrbracket_{\rho}\right)\right) \xrightarrow{\tilde{\eta}_{\llbracket e \rrbracket_{\rho}}} \llbracket e \rrbracket_{\rho},
$$

where $\tilde{\eta}_{\llbracket e \rrbracket_{\rho}}$ is an inverse (up to homotopy) from $(n+2)$-simplex $\eta_{\llbracket e \rrbracket_{\rho}}$ in $K$.

- $\left((n+2)\right.$-Introduction and $(n+2)$-Formation rules). Take the $(\beta \eta)_{n+2^{-}}$ conversion $s={ }_{r} t \in \Lambda^{n+1}$. Since $K$ is an extensional Kan complex, by Definition 3.2 the interpretation

$$
\llbracket r \rrbracket_{\rho}: \llbracket s \rrbracket_{\rho} \xrightarrow{f_{1}} \llbracket s^{1} \rrbracket_{\rho} \xrightarrow{f_{2}} \llbracket s^{2} \rrbracket_{\rho} \xrightarrow{f_{3}} \cdots \xrightarrow{f_{m}} \llbracket t \rrbracket_{\rho}
$$

is a concatenation of morphisms in $K_{n+1}$ such that each $f_{i}$ corresponds to a morphism which depends on a map of the form: $\left(\varepsilon_{g}\right)_{e}$ :
 $G\left(F\left(e^{\prime}\right)\right)$ (models the reversed $\eta_{n+2}$-contraction), where $e \in$ $K_{n+1}\left(c_{n}, d_{n}\right), e^{\prime} \in K_{n+1}\left(a_{n}, b_{n}\right)$ and $g: K_{n+1}\left(c_{n}, d_{n}\right) \rightarrow K_{n+1}\left(a_{n} \bullet\right.$ $\left.c_{n}, b_{n} \bullet d_{n}\right)$. Thus $\llbracket r(s, t) \rrbracket_{\rho} \in K_{n+1}\left(\llbracket s \rrbracket_{\rho}, \llbracket t \rrbracket_{\rho}\right)$.

Let $m \in \Lambda^{n+1}(s, t)$ and $\left[s={ }_{r} t: A\right] \lambda^{n+2} r . h(r) \in \Lambda^{n+1}(p, q)$. Since $\mathcal{K}$ is extensional, by Definition 3.2

$$
\llbracket\left(\lambda^{n+2} r . h(r)\right) m \rrbracket_{\rho}=F\left(G\left(\llbracket h(r) \rrbracket_{\left[-/ r \rrbracket_{\rho}\right.}\right)\right)\left(\llbracket m \rrbracket_{\rho}\right) \in K_{n+1}\left(\llbracket p s \rrbracket_{\rho}, \llbracket q t \rrbracket_{\rho}\right)
$$

Example 3.6. Let $c={ }_{m} d \in \Lambda^{0}$ and $\left[c={ }_{r} d \in \Lambda^{0}\right] a c={ }_{h(r)} b d \in \Lambda^{0}$, thus $\lambda^{1} r . h(r) \in \Lambda^{0}(a, b)$. The $\beta_{2}$-contraction is 2 -dimensional. It can be represented by the diagram

$$
\begin{gathered}
a c \xrightarrow{1} a c \\
\left(\lambda^{1} r . h(r)\right) m \mid \\
\downarrow d \beta_{2} \underset{\downarrow}{\longrightarrow} h(m / r) \\
b d
\end{gathered}
$$

Since the interpretation of $\lambda^{1} r . h(r) \in \Lambda^{0}(a, b)$ is given by

$$
\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho}=G\left(\llbracket h(r) \rrbracket_{[-/ r \rrbracket \rho}\right) \in K\left(\llbracket a \rrbracket_{\rho}, \llbracket b \rrbracket_{\rho}\right)
$$

for every extensional Kan complex $\mathcal{K}$ and $\rho$, by Definition 2.17 one has $\lambda^{1} r . h(r) \in \Lambda_{0}(a, b)$. And the interpretation of the application $\left.\lambda^{1} r . h(r)\right) m$ is given by

$$
\begin{aligned}
\llbracket\left(\lambda^{1} r . h(r)\right) m \rrbracket_{\rho} & =\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho} \bullet_{\Delta^{1}} \llbracket m \rrbracket_{\rho} \\
& =F\left(\llbracket \lambda^{1} r . h(r) \rrbracket_{\rho}\right)\left(\llbracket m \rrbracket_{\rho}\right) \in K\left(\llbracket a c \rrbracket_{\rho}, \llbracket b d \rrbracket_{\rho}\right)
\end{aligned}
$$

for all extensional Kan complex $\mathcal{K}$ and $\rho$. By Definition $2.17\left(\lambda^{1} r . h(r)\right) m \in$ $\Lambda_{0}(a c, b d)$. Therefore $\Lambda^{1}=\Lambda_{1}$.

Follow the question: $\beta_{2} \in \Lambda_{2}$ ? By Proposition 3.5 (Reduction rule for $n=0$ ) the $\beta_{2}$-contraction is interpreted by the 2 -simplex

$$
F\left(G\left(\llbracket h(r) \rrbracket_{[-/ r\rfloor \rho}\right)\right)\left(\llbracket m \rrbracket_{\rho}\right) \xrightarrow{\left(\varepsilon_{\left.\llbracket h(r) \rrbracket_{\left[-/ r \rrbracket_{\rho}\right.}\right)} \llbracket_{\llbracket} \rrbracket_{\rho}\right.} \llbracket h(m / r) \rrbracket_{\rho} \in K\left(\llbracket a c \rrbracket_{\rho}, \llbracket b d \rrbracket_{\rho}\right)
$$

for all extensional Kan complex $\mathcal{K}$ and evaluation $\rho$. By Definition 2.17 one has $\left.\beta_{2} \in \Lambda_{0}(a c, b d)\left(\lambda^{1} r . h(r)\right) m, h(m / r)\right)$. Hence $\beta_{2} \in \Lambda_{2}$.

One the other hand, by Proposition 3.5 (Induction rule for $n=0$ ) and the same reasoning from previous example, it can be proved that $\eta_{2} \in \Lambda_{2}$, so $\Lambda^{2} \subseteq \Lambda_{2}$. Thus making use of Definitions 2.9 and 2.17 and Proposition 3.5 we can prove in the same way as the previous example, the following proposition.

Proposition 3.7. For each $n \geq 0, \Lambda^{n} \subseteq \Lambda_{n}$. Hence TH- $\lambda \beta \eta \subseteq H o T F T$.

## 4. Conclusion

We define the interpretation of the $\beta \eta$-contractions in an extensional Kan complex, whose $\infty$-groupoid structure induces higher $\beta \eta$-contractions, which consolidate a type-free version of HoTT, which we call HoTFT (Homotopy Type-Free Theory), which could have the advantage of rescuing the $\beta \eta$-conversions as relations of intentional equality and not as relations of judgmental equality as is the case in HoTT.

Besides, we define, from the identity types based on computational paths, the untyped theory of higher $\lambda \beta \eta$-equality $\mathrm{TH}-\lambda \beta \eta$, which is contained in HoTFT.
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# THE MODELWISE INTERPOLATION PROPERTY OF SEMANTIC LOGICS 


#### Abstract

In this paper we introduce the modelwise interpolation property of a logic that states that whenever $\models \phi \rightarrow \psi$ holds for two formulas $\phi$ and $\psi$, then for every model $\mathfrak{M}$ there is an interpolant formula $\chi$ formulated in the intersection of the vocabularies of $\phi$ and $\psi$, such that $\mathfrak{M} \models \phi \rightarrow \chi$ and $\mathfrak{M} \vDash \chi \rightarrow \psi$, that is, the interpolant formula in Craig interpolation may vary from model to model. We compare the modelwise interpolation property with the standard Craig interpolation and with the local interpolation property by discussing examples, most notably the finite variable fragments of first order logic, and difference logic. As an application we connect the modelwise interpolation property with the local Beth definability, and we prove that the modelwise interpolation property of an algebraizable logic can be characterized by a weak form of the superamalgamation property of the class of algebras corresponding to the models of the logic.


Keywords: interpolation, algebraic logic, amalgamation, superamalgamation.

## 1. The modelwise interpolation property

Interpolation properties have been intensively studied in the literature of (algebraic) logic ever since Craig proved that in classical propositional and first order logic, whenever $\models \phi \rightarrow \psi$ holds for two formulas $\phi$ and

[^1]$\psi$ formulated respectively using the vocabularies (signatures) $\operatorname{Voc}(\phi)$ and $\operatorname{Voc}(\psi)$, then there is an interpolant formula $\chi$ formulated in the vocabulary $\operatorname{Voc}(\phi) \cap \operatorname{Voc}(\psi)$ such that $\models \phi \rightarrow \chi$ and $\models \chi \rightarrow \psi$ hold.

This paper introduces the modelwise interpolation property of a logic which states that whenever $\models \phi \rightarrow \psi$ holds, then one can find an interpolant formula in every model, that is, the interpolant formula in Craig interpolation may vary from model to model. In order to make sense of this notion we have to work with logics that are semantically defined, e.g. a notion of model should be built in the definition of the logic. ${ }^{1}$

We discuss the relations between the modelwise interpolation, Craig interpolation, and local interpolation properties by providing examples in all logically possible combinations. Most importantly, we prove that while difference logic and the $n$-variable fragment of first-order logic $(n \geq 2)$ lack the standard Craig interpolation property, the former has, while the latter does not have the the modelwise interpolation property. Using the case of difference logic as an example, we show that the modelwise interpolation property implies the local Beth definability property for difference logic.

The modelwise interpolation property might have possible further applications in philosophy of science. Craig original interpolation property (for first-order logic) stemmed from the question of using logic to clarify the relationship between theoretical constructs and observed data: the interpolant formula gives an axiomatization of the observational consequences of the theory in which only symbols of the observational vocabulary occur (cf. [24]). Scientific theories are sometimes axiomatized by logics other than classical first-order logic, for example, in [2] modal logic is used to axiomatize relativity theory (cf. [21]). Such logics may or may not have the Craig interpolation property. If the logic we make use has no Craig interpolation but turns out to have the modelwise interpolation property, and our scientific theories are formulated in this logic and evaluated in a model, then changing our background logic from first-order logic to this new logic still allows us to carry out arguments inside models similar to

[^2]Craig's. The previously introduced local interpolation property (the definition is provided later below) was motivated by similar considerations, however even very basic logics such as sentential logic, propositional modal logics, finite variable fragments of first order logic, etc. do not have the local interpolation property. Cf. the examples below. Also, the Craig interpolation (resp. modelwise interpolation) has a strong connection with Beth definability (resp. local Beth definability). The local interpolation property does not have such connections. In this respect, the modelwise interpolation property seems to be a "more interesting" property than the local interpolation property. We do not pursue these philosophical issues in this paper.

Interpolation properties of a logic are strongly related to various amalgamation properties of the classes of algebras corresponding to the logic. We refer to [12], [13], [23, 22], [37], [25], [28], [35], [32], [3]. In the last section we show that the modelwise interpolation property of an algebraizable logic can be characterized by a weak form of the superamalgamation property of the class of algebras corresponding to the models of the logic.

$$
* * *
$$

By a logic we understand a tuple $\mathcal{L}(P, C n)=\langle F, M, \models\rangle$, where

- $P$ is a set, called the set of atomic formulas, and $C n$ is a set of logical connectives, i.e. function symbols of finite arity.
- $F$, called the set of formulas, is the universe of the absolutely free algebra generated by $P$ in similarity type $C n$.
- $M$ is an abstract, non-empty class, called the class of models.
- $\models$ is a relation between models and formulas: $\vDash \subset M \times F$. For $\mathfrak{M} \in M$ and $\phi \in F$ we write $\mathfrak{M} \models \phi$ instead of $(\mathfrak{M}, \phi) \in \models$.

As it is standard in logic we extend the consequence relation $\vDash$ to a relation in between (sets) of formulas: For $\Gamma,\{\phi\} \subseteq F$ we write $\Gamma \models \phi$ if whenever $\mathfrak{M} \vDash \Gamma$ for a model $\mathfrak{M} \in M$, then $\mathfrak{M} \models \phi$ as well. When it is clear from the context, we simply write $\mathcal{L}$ in place of $\mathcal{L}(P, C n)$. For a formula $\alpha \in F$, the vocabulary of $\alpha, \operatorname{Voc}(\alpha)$ denotes the set of atomic formulas occurring in $\alpha$, i.e. the smallest subset of $P$ such that $\alpha$ belongs to the absolutely free algebra generated by $\operatorname{Voc}(\alpha)$ in similarity type $C n$.

For our main definition 1.2 below we assume that there is a distinguished binary (derived) connective $\rightsquigarrow$ and we write $(\star)_{\phi, \psi}$ for the property

$$
\{\chi \in F: \operatorname{Voc}(\chi) \subseteq \operatorname{Voc}(\phi) \cap \operatorname{Voc}(\psi)\} \neq \emptyset \quad(\star)_{\phi, \psi}
$$

Recall (e.g. from [3, Def.6.13]) that the Craig interpolation property (IP ${ }^{\rightsquigarrow}$, for short) is the property that whenever $\phi, \psi \in F$ for which $(\star)_{\phi, \psi}$ holds, if $\models \phi \rightsquigarrow \psi$, then there exists $\chi \in F$ with $\operatorname{Voc}(\chi) \subseteq \operatorname{Voc}(\phi) \cap \operatorname{Voc}(\psi)$ such that $\models \phi \rightsquigarrow \chi$ and $\models \chi \rightsquigarrow \psi$.

Remark 1.1. The extra condition $(\star)_{\phi, \psi}$ can be satisfied in two ways: either there is a constant connective in the language, or $\operatorname{Voc}(\phi) \cap \operatorname{Voc}(\psi)$ is not empty. Consider classical propositional logic with connectives $\{\vee, \neg\}$ and with two atomic formulas $p$ and $q$. As usual, $\phi \rightarrow \psi$ abbreviates $\neg \phi \vee \psi$. There is no interpolant for the tautology $\models p \rightarrow(q \rightarrow q)$, as $\operatorname{Voc}(p) \cap$ $\operatorname{Voc}(q \rightarrow q)$ is empty, and there are no formulas over the empty vocabulary (we did not allowed $\perp$ or $\top$ as constants in the language). However, if $(\star)_{\phi, \psi}$ is satisfied, then $\models \phi \rightarrow \psi$ will always have an interpolant in this logic.

Let us now define the modelwise interpolation property.
DEFINITION 1.2. We say that the logic $\mathcal{L}=\langle F, M, \models\rangle$ has the modelwise interpolation property ( $\mathrm{mIP}^{\rightsquigarrow}$, for short) if for every formulas $\phi, \psi \in F$ for which $(\star)_{\phi, \psi}$ holds, if $\equiv \phi \rightarrow \psi$, then for all models $\mathfrak{M} \in M$ there exists $\chi \in F$ with $\operatorname{Voc}(\chi) \subseteq \operatorname{Voc}(\phi) \cap \operatorname{Voc}(\psi)$ such that $\mathfrak{M} \vDash \phi \rightarrow \chi$ and $\mathfrak{M} \vDash \chi \rightarrow \psi$.

The $\mathrm{mIP}^{\leadsto}$ thus differs from the $\mathrm{IP}^{\leadsto}$ in that the interpolant formula may vary from model to model. Note that it is crucial for the definition of $\mathrm{mIP}^{\rightsquigarrow}$ to have a notion of model built in the definition of the logic $\mathcal{L}$.

Motivated by model theoretic investigations of homogeneous structures $[15,27]$ the local interpolation property ( IIP $^{\rightsquigarrow}$, for short) has been introduced in [16] as the property that whenever $\phi, \psi \in F$ for which $(\star)_{\phi, \psi}$ holds, for all $\mathfrak{M} \in M$ if $\mathfrak{M} \vDash \phi \rightsquigarrow \psi$, then there exists $\chi \in F$ with $\operatorname{Voc}(\chi) \subseteq \operatorname{Voc}(\phi) \cap \operatorname{Voc}(\psi)$ such that $\mathfrak{M} \vDash \phi \rightsquigarrow \chi$ and $\mathfrak{M} \vDash \chi \rightsquigarrow \psi$. Notice that the IIP ${ }^{\rightsquigarrow}$ differs from the mIP ${ }^{\rightsquigarrow}$ in that in the former the implication $\phi \rightsquigarrow \psi$ is also "localized" to models, making it a rather weak property of a logic.

Claim 1.3. Both the $\mathrm{IP}^{\rightsquigarrow}$ and the $\mathrm{IIP}^{\rightsquigarrow}$ imply the $\mathrm{mIP}^{\rightsquigarrow}$.
Proof: Straightforward from the definitions.
Remark 1.4. We note that the modelwise interpolation property could be defined for many other types of logics too. For example, one could allow for infinite formulas, or infinite connectives, or restrictions on the syntactic shape of formulas, etc. Adapting the definition to such cases seems to be straightforward and thus we do not pursue such a generalization. Also, all our examples, and in fact the most traditional propositional and first-order logics, fit to the notion of logic given above.

In the rest of this section we give examples for logics having or not having the discussed interpolation properties in all possible combinations. Even thought our definitions so far were employed for logics in a very broad sense, our examples below are all algebraizable and in fact well-studied in the literature (except for $\mathcal{L}_{\infty}$ which is algebraizable but not well-studied). The following table summarizes the examples given below.

|  | IP $\rightarrow$ | IIP $\rightarrow$ | $\mathrm{mIP} \rightarrow$ |
| :--- | :---: | :---: | :---: |
| $\mathcal{L}_{\text {Prop }}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $\mathcal{L}_{\text {Sent }}$ | $\checkmark$ | $\times$ | $\checkmark$ |
| $\mathcal{L}_{\infty}$ | $\times$ | $\checkmark$ | $\checkmark$ |
| $\mathcal{L}_{D}$ | $\times$ | $\times$ | $\checkmark$ |
| $\mathcal{L}_{n}, \mathcal{E}_{n}, n>2$ | $\times$ | $\times$ | $\times$ |

Note that there are 8 theoretically possible combinations of the three logical properties, but Claim 1.3 rules out three of them. This is why the table above consists of 5 rows only.

Propositional logic $\mathcal{L}_{\text {Prop }}$. Let $P$ be an arbitrary set of propositional letters. Let $C n\left(\mathcal{L}_{\text {Prop }}\right)=\{\wedge, \neg, \perp\}$ be the set of connectives and let $F$ be the set of formulas generated by $P$ in type $C n\left(\mathcal{L}_{\text {Prop }}\right)$. Models are evaluations $\mathfrak{M}: P \rightarrow\{0,1\}$ that extend to the set of formulas by the usual $\mathfrak{M}(\perp)=0, \mathfrak{M}(\phi \wedge \psi)=\mathfrak{M}(\phi) \cdot \mathfrak{M}(\psi)$, and $\mathfrak{M}(\neg \phi)=1-\mathfrak{M}(\phi)$. The validity relation is defined as

$$
\begin{equation*}
\mathfrak{M} \models \varphi \quad \Leftrightarrow \quad \mathfrak{M}(\varphi)=1 \tag{1.1}
\end{equation*}
$$

We use the derived connectives $\vee, \rightarrow$ and $\top$ in the standard way. By Craig's result, $\mathcal{L}_{\text {Prop }}$ has the IP $\rightarrow$ and thus the mIP $\rightarrow$ as well. That $\mathcal{L}_{\text {Prop }}$
has the lIP $\rightarrow$ follows from that whenever $\mathfrak{M} \models \phi \rightarrow \psi$, then either $\perp$ or $T$ is a suitable interpolant formula inside the model $\mathfrak{M}$.

Sentential logic $\mathcal{L}_{\text {Sent }}$. The set of connectives and the set of formulas are as in the previous case. The class of models is

$$
\begin{equation*}
M=\{\langle W, V\rangle: W \neq \emptyset, V: P \rightarrow \mathcal{P}(W)\} . \tag{1.2}
\end{equation*}
$$

For a model $\mathfrak{M}=\langle W, V\rangle, w \in W$ and a formula $\varphi$ one defines $\mathfrak{M}, w \Vdash \varphi$ by

$$
\begin{array}{rll}
\mathfrak{M}, w \Vdash \perp & & \\
\mathfrak{M}, w \Vdash p & \Leftrightarrow & w \in V(p) \\
\mathfrak{M}, w \Vdash \phi \wedge \psi & \Leftrightarrow & \mathfrak{M}, w \Vdash \phi \text { and } \mathfrak{M}, w \Vdash \psi \\
\mathfrak{M}, w \Vdash \neg \phi & \Leftrightarrow & \mathfrak{M}, w \Vdash \phi . \tag{1.6}
\end{array}
$$

Finally, we set

$$
\begin{equation*}
\mathfrak{M} \models \varphi \quad \Leftrightarrow \quad\{w \in W: \mathfrak{M}, w \Vdash \phi\}=W . \tag{1.7}
\end{equation*}
$$

Craig's original result applies to this presentation of classical logic too, i.e. $\mathcal{L}_{\text {Sent }}$ has the IP $\rightarrow$ and thus the mIP $\rightarrow$ too. In contrast, however, $\mathcal{L}_{\text {Sent }}$ does not have the lIP $\rightarrow$ in general. For, assume that there are (at least) two atomic formulas $p$ and $q$. Take a model $\mathfrak{M}$ in which $\emptyset \neq V(p) \subsetneq V(q) \neq W$ holds for the atomic propositions $p$ and $q$. Then $\mathfrak{M} \vDash p \rightarrow q$ holds by the definition of truth in a model. However, $\operatorname{Voc}(p) \cap \operatorname{Voc}(q)$ is empty, therefore the possible interpolant formulas are Boolean combinations of the constant symbol $\perp$. Each such formula is equivalent either to $\perp$ or to $T$, but neither can be an interpolant in the model $\mathfrak{M}$, as $p$ is not false in $\mathfrak{M}$, and $q$ is not true in $\mathfrak{M}$.

Difference logic $\mathcal{L}_{D}$. Difference logic is discussed e.g. in Sain [33, 34], Venema [38], Roorda [31], but see also Segerberg [36] who traces this logic back to von Wright. The set of connectives of difference logic is $\{\wedge, \neg, D, \perp\}$. The set of formulas is defined as that of propositional logic together with the following clause: if $\phi \in F$, then $D \phi \in F$. The class of models and the definition of $\mathfrak{M}, w \Vdash \varphi$ are the same as in the sentential case but we also have the case of $D$ :

$$
\begin{equation*}
\mathfrak{M}, w \Vdash D \phi \quad \Leftrightarrow \quad\left(\exists w^{\prime} \in W \backslash\{w\}\right) \mathfrak{M}, w^{\prime} \Vdash \phi \tag{1.8}
\end{equation*}
$$

Truth in a model is defined in the same way as in the sentential case: ${ }^{2}$

$$
\begin{equation*}
\mathfrak{M} \vDash \varphi \quad \Leftrightarrow \quad\{w \in W: \mathfrak{M}, w \Vdash \phi\}=W . \tag{1.9}
\end{equation*}
$$

That difference logic does not have the IIP $\rightarrow$ can be seen exactly in the same way as in the case of sentential logic: Assuming $p$ and $q$ are atomic formulas, take a model $\mathfrak{M}$ in which $p$ is not false, $q$ is not true, and $p$ implies $q$, that is, $\emptyset \neq V(p) \subsetneq V(q) \neq W$ holds. The common vocabulary of $p$ and $q$ is empty. Now, every formula of difference logic over the empty vocabulary is either true or false in a model: As for the Boolean combinations this is straightforward. As for the difference operator, it is enough to check that $D \perp$ cannot be satisfied in any world, and $D T$ is true in all worlds (provided there are at least two worlds).

It is known that $\mathcal{L}_{D}$ does not have the IP $\rightarrow$ either (see e.g. [11]). Let us briefly recall the argument. Let $E \phi$ abbreviate $\phi \vee D \phi$. The following implication is a logical validity of difference logic:

$$
\begin{equation*}
\models_{\mathcal{L}_{D}}(D p \wedge D \neg p) \longrightarrow(E(r \wedge \neg D r) \rightarrow E(\neg r \wedge D \neg r)) . \tag{1.10}
\end{equation*}
$$

The reason is that in a model $\mathfrak{M}$ and a world $w, w \Vdash D p \wedge D \neg p$ implies that there are at least two other worlds not equal to $w$, while $E(r \wedge \neg D r) \rightarrow$ $E(\neg r \wedge D \neg r)$ expresses that if there is only one world satisfying $r$, then there must be at least two different worlds satisfying $\neg r$. The common vocabulary of the subformulas on the two sides of the implication is empty, and it is not hard to check that neither $T$ nor $\perp$ nor any formulas built up from $T$ and $\perp$ can be a global interpolant ([11] contains a detailed proof).

However, $\mathcal{L}_{D}$ has the modelwise interpolation property as the following theorem shows.

Theorem 1.5. Difference logic has the $m I P \rightarrow$.
Proof: Suppose $\models \phi(\vec{p}, \vec{q}) \longrightarrow \psi(\vec{q}, \vec{r})$ is a logical validity where the formulas $\phi$ and $\psi$ use the atomic formulas $\vec{p}, \vec{q}$ and $\vec{r}$ as denoted. We need to find an interpolant formula using the atomic formulas $\vec{q}$ only. Write $\vec{q}=\left\langle q_{0}, \ldots, q_{n-1}\right\rangle$ and $\vec{p}=\left\langle p_{0}, \ldots, p_{m-1}\right\rangle$. Take any model $\mathfrak{M}=\langle W, V\rangle$.

[^3]Two worlds $v, w \in W$ are said to be $\vec{q}$-equivalent ( $v \sim w$ in symbols) if for all $i<n$ we have

$$
\begin{equation*}
\mathfrak{M}, v \Vdash q_{i} \quad \Longleftrightarrow \quad \mathfrak{M}, w \Vdash q_{i} \tag{1.11}
\end{equation*}
$$

Claim 1.6. If $\mathfrak{M}, v \Vdash \phi$ and $w \sim v$, then $\mathfrak{M}, w \Vdash \psi$.
Proof: Assume $\mathfrak{M}, v \Vdash \phi$ and define a new model $\mathfrak{M}^{\prime}=\left\langle W, V^{\prime}\right\rangle$ on the same set of possible worlds as follows. For a world $u \in W$ let us use the notation

$$
u^{\prime}= \begin{cases}v & \text { if } u=w  \tag{1.12}\\ w & \text { if } u=v \\ u & \text { if } u \neq v, u \neq w\end{cases}
$$

that is, we exchange $v$ with $w$ but keep everything fixed. Define the new evaluation $V^{\prime}$ by $V^{\prime}\left(q_{i}\right)=V\left(q_{i}\right), V^{\prime}\left(r_{i}\right)=V\left(r_{i}\right)$ and

$$
\begin{equation*}
V^{\prime}\left(p_{i}\right)=\left\{u^{\prime}: u \in V\left(p_{i}\right)\right\} . \tag{1.13}
\end{equation*}
$$

Lemma 1.7. For any formula $\theta(\vec{p}, \vec{q})$ and world $u \in W$ we have

$$
\mathfrak{M}, u \Vdash \theta \quad \Leftrightarrow \quad \mathfrak{M}^{\prime}, u^{\prime} \Vdash \theta
$$

Proof: Induction on the complexity of $\theta$.

- For atomic propositions $q_{i}$ : As $V^{\prime}\left(q_{i}\right)=V\left(q_{i}\right)$, if $u \neq v$ and $u \neq w$, then $u=u^{\prime}$ and thus the statement holds. For $u=v$ or $u=w$ we obtain the result by the assumption $v \sim w$.
- For atomic propositions $p_{i}$ the statement follows directly from the definition of $V^{\prime}: \mathfrak{M}, u \Vdash p_{i}$ if and only if $\mathfrak{M}^{\prime}, u^{\prime} \Vdash p_{i}$.
- For Boolean combinations the induction is straightforward.
- For formulas of the form $D \theta$ : Assume (inductive hypothesis) that the statement holds for $\theta$. Then

$$
\begin{align*}
\mathfrak{M}, u \Vdash D \theta & \Leftrightarrow(\exists x \neq u) \mathfrak{M}, x \Vdash \theta  \tag{1.14}\\
& \Leftrightarrow(\exists x \neq u) \mathfrak{M}^{\prime}, x^{\prime} \Vdash \theta  \tag{1.15}\\
& \Leftrightarrow\left(\exists x^{\prime} \neq u^{\prime}\right) \mathfrak{M}^{\prime}, x^{\prime} \Vdash \theta  \tag{1.16}\\
& \Leftrightarrow \mathfrak{M}^{\prime}, u^{\prime} \Vdash D \theta . \quad \square \tag{1.17}
\end{align*}
$$

Applying the lemma to $v$ and $\phi$ we obtain $\mathfrak{M}^{\prime}, w \Vdash \phi$. As $\models \phi \rightarrow \psi$ holds we get $\mathfrak{M}^{\prime}, w \Vdash \psi$. But note that $V$ and $V^{\prime}$ coincide on the elements of $\vec{q}$ and $\vec{r}$, therefore $\mathfrak{M}, u \Vdash \psi$ if and only if $\mathfrak{M}^{\prime}, u \Vdash \psi$ for any $u \in W$. It follows that $\mathfrak{M}, w \Vdash \psi$, completing the proof of the claim.

In what follows we use the notation $q^{1}=q$ and $q^{0}=\neg q$. For $v \in W$ write

$$
\begin{equation*}
\chi_{v}=\bigwedge_{i<n} q_{i}^{\varepsilon_{i}} \tag{1.18}
\end{equation*}
$$

where

$$
\varepsilon_{i}= \begin{cases}1 & \text { if } \mathfrak{M}, v \Vdash q_{i}  \tag{1.19}\\ 0 & \text { if } \mathfrak{M}, v \Vdash \neg q_{i}\end{cases}
$$

By the claim above for each $v$ for which $\mathfrak{M}, v \Vdash \phi$ holds, the equivalence class $v / \sim$ is a subset of $\{u \in W: \mathfrak{M}, u \Vdash \psi\}$. As $\vec{q}$ is finite, there are only finitely many $\sim$ equivalence classes. Let $v_{0}, \ldots, v_{\ell}$ be representative elements of all the different equivalence classes such that $\mathfrak{M}, v_{i} \Vdash \phi$ and write

$$
\begin{equation*}
\chi=\bigvee_{i<\ell} \chi_{v_{i}} \tag{1.20}
\end{equation*}
$$

Then $\mathfrak{M} \vDash \phi \rightarrow \chi$ and $\mathfrak{M} \vDash \chi \rightarrow \psi$, that is, $\chi$ is a desired interpolant formula in $\mathfrak{M}$.

First-order logic with $n$ variables $\mathcal{L}_{n}$. Let $\mathcal{L}_{n}$ denote standard firstorder logic with the restriction that we are allowed to use $n$ variables only ( $n$ is finite). It is not hard to see that given any first-order similarity type, $\mathcal{L}_{n}$ fits into our definition of a logic. The connectives are the standard $\wedge$, $\neg, \exists x$ (unary) and $x=y$ (constant) for variables $x, y$, and the set $P$ is the set of first-order atomic formulas. Models, evaluations, $\models$, etc. are the usual.

For $n \geq 2, \mathcal{L}_{n}$ does not admit Craig's interpolation theorem IP $\rightarrow$, in general. ${ }^{3}$ A proof can be found in [5, Theorem 3.5.1], here we briefly

[^4]sketch the argument. Let $n \geq 2$ and let $p_{1}, \ldots, p_{n}$ be unary predicates. The formula $\phi$ that states that there is a one-one correspondence between the elements of the domain of a model and the relations $p_{i}$ can be expressed by the conjunction of the following formulas:
\[

$$
\begin{align*}
\forall x \bigvee_{i} p_{i}(x), \quad \bigwedge_{i} \exists x p_{i}(x), \quad \forall x \bigwedge_{i \neq j}\left(p_{i}(x) \rightarrow \neg p_{j}(x)\right),  \tag{1.21}\\
\forall x \forall y\left(\bigwedge_{i}(x \neq y) \wedge p_{i}(x) \rightarrow \neg p_{i}(y)\right) \tag{1.22}
\end{align*}
$$
\]

Thus, if $\phi$ is true in a model $\mathfrak{M}$, then $\mathfrak{M}$ has exactly $n$ elements. Let $\psi$ be a similar formula using relation symbols $r_{1}, \ldots, r_{n+1}$ expressing that the model has $n+1$ elements. Then clearly $\models \phi \rightarrow \neg \psi$, but there can be no interpolant formula as no $n$-variable formula using equality only can distinguish between $n$ and $n+1$ elements. This latter statement follows from e.g. a standard back and forth argument to be recalled in the proof of Theorem 1.8 below.

In the next theorem we adapt this construction ${ }^{4}$ to show that $\mathcal{L}_{n}$ does not always have the modelwise interpolation property, for $n \geq 3$. The $n=2$ case remains open.

Theorem 1.8. For $n \geq 3, \mathcal{L}_{n}$ does not have the mIP $\rightarrow$, in general.

Proof: Assume there are unary relation symbols $p_{1}, \ldots, p_{n}$, and $r_{1}, \ldots$, $r_{n+1}$ and a binary relation symbol $e$ in the similarity type.

Let $\phi(x)$ be the conjunction of the following formulas, having free variable $x$, using the relation symbols $e, p_{1}, \ldots, p_{n}$ only:

[^5]\[

$$
\begin{align*}
& \forall y \neg e(y, y),  \tag{1.23}\\
& \forall y\left(e(x, y) \rightarrow \bigvee_{i} p_{i}(y)\right),  \tag{1.24}\\
& \bigwedge_{i} \exists y\left(e(x, y) \wedge p_{i}(y)\right),  \tag{1.25}\\
& \forall y\left(e(x, y) \rightarrow \bigwedge_{i \neq j}\left(p_{i}(y) \rightarrow \neg p_{j}(y)\right)\right),  \tag{1.26}\\
& \forall y \forall z\left(y \neq z \wedge e(x, y) \wedge e(x, z) \rightarrow \bigwedge_{i}\left(p_{i}(y) \rightarrow \neg p_{i}(z)\right)\right) \tag{1.27}
\end{align*}
$$
\]

In a model $\mathfrak{M}, e^{\mathfrak{M}}$ is a simple graph, and if $\mathfrak{M} \models \phi[a]$ holds for $a \in \mathfrak{M}$, then $a$ has exactly $n$ neighbours, as there is a bijection between the neighbours of $a$ and the $p_{i}$ 's.

Let $\psi(x)$ be the similar formula but with the relation symbols $r_{1}, \ldots$, $r_{n+1}$ in place of the $p_{i}$ 's. Clearly, if $\mathfrak{M} \models \psi[a]$ holds for $a \in \mathfrak{M}$, then $a$ has exactly $n+1$ neighbours.

As no vertex in a graph can have $n$ and $n+1$ neighbours at the same time, we have $=\phi \rightarrow \neg \psi$. The common vocabulary of the formulas $\phi$ and $\psi$ contains the relation symbol $e$ and the equalities only.

In what follows $\mathfrak{A}$ and $\mathfrak{B}$ denotes the following graphs:

$$
\begin{align*}
& A=\left\{a, c_{1}, \ldots, c_{n}\right\}, \quad e^{\mathfrak{A}}=\left\{\left(a, c_{i}\right): 1 \leq i \leq n\right\}  \tag{1.28}\\
& B=\left\{b, d_{1}, \ldots, d_{n+1}\right\}, \quad e^{\mathfrak{B}}=\left\{\left(b, d_{i}\right): 1 \leq i \leq n+1\right\} \tag{1.29}
\end{align*}
$$

that is, $\mathfrak{A}$ is a "star" with center $a$, having $n$ neighbours $c_{1}, \ldots, c_{n}$; and similarly, $\mathfrak{B}$ is a star with center $b$, having $n+1$ neighbours $d_{1}, \ldots, d_{n+1}$. We assume that $A$ and $B$ are disjoint.

Let $\mathfrak{M}$ be the disjoint union of the graphs $\mathfrak{A}$ and $\mathfrak{B}$, and interpret the relation symbols $p_{i}$ and $r_{j}$ as the respective neighbours of $a$ and $b$ :

$$
\begin{align*}
M & =A \cup B, \quad e^{\mathfrak{M}}=e^{\mathfrak{A}} \cup e^{\mathfrak{B}}  \tag{1.30}\\
p_{j}^{\mathfrak{M}} & =\left\{c_{j}\right\} \quad \text { for } 1 \leq j \leq n  \tag{1.31}\\
r_{k}^{\mathfrak{M}} & =\left\{d_{k}\right\} \quad \text { for } 1 \leq k \leq n+1 \tag{1.32}
\end{align*}
$$

The neighbours of $a$ are in one-one correspondence with the $p_{j}$ 's, and the neighbours of $b$ are in one-one correspondence with the $r_{k}$ 's. In this model, we have

$$
\begin{align*}
\phi^{\mathfrak{M}} & =\{m \in M: \mathfrak{M} \models \phi[m]\}=\{a\}  \tag{1.33}\\
\psi^{\mathfrak{M}} & =\{m \in M: \mathfrak{M} \models \psi[m]\}=\{b\}  \tag{1.34}\\
(\neg \psi)^{\mathfrak{M}} & =M \backslash\{b\} . \tag{1.35}
\end{align*}
$$

Suppose $\chi$ is an interpolant for $\models \phi \rightarrow \neg \psi$ in the model $\mathfrak{M}$, formulated in the language using equality and $e$ only. As $\phi^{\mathfrak{M}}$ is not empty, $\chi$ cannot be false in $\mathfrak{M}$. Similarly, as $(\neg \psi)^{\mathfrak{M}}$ is non-empty, $\chi$ cannot be true in $\mathfrak{M}$. Observe, that the set

$$
\begin{array}{r}
I=\{g: g \subseteq f \text { for some partial isomorphism } \\
f: \mathfrak{M} \rightarrow \mathfrak{M} \text { with } f(a)=b\} \tag{1.37}
\end{array}
$$

is an $n$-back-and-forth system between $\mathfrak{M}$ and $\mathfrak{M}$ : it satisfies the properties
(i) $g \subseteq f \in I$ implies $g \in I$, and
(ii) if $f \in I$ and $|f|<n$, then for all $x \in A$ (resp. $y \in B$ ) there is a $g \in I$ with $f \subseteq g$ and $x \in \operatorname{dom}(g)$ (resp. $y \in \operatorname{ran}(g)$ ).

Therefore, by a standard back-and-forth argument (see e.g. Theorem 2.4 in [6]) $a \in M$ and $b \in M$ satisfy the same formulas with at most $n$ variables.

It follows that no formula $\chi$ in the language of equality and $e$ only can make a distinction between the elements $a$ and $b$ of $\mathfrak{M}$ : either both or none of them satisfy $\chi$ in $\mathfrak{M}$. Consequently, $\chi$ cannot be the desired interpolant formula.

In the light of Claim 1.3, Theorem 1.8 gives an alternative proof for that $\mathcal{L}_{n}$ does not admit Craig's interpolation theorem IP $\rightarrow$, and that it does not have the IIP $\rightarrow$ either.

Lukasiewicz's $£_{n}$ for $n>2$. Let $n>2$ be finite and consider the $n$ element algebra

$$
\begin{equation*}
\mathfrak{A}_{n}=\left\langle\left\{\frac{i}{n-1}: i<n\right\}, \wedge, \vee, \neg, \rightarrow, 1\right\rangle, \tag{1.38}
\end{equation*}
$$

where the operations are given by

$$
\begin{align*}
x & \wedge y=\min \{x, y\}, \quad x \vee y=\max \{x, y\},  \tag{1.39}\\
\neg x & =1-x, \quad x \rightarrow y=\min \{1,1-x+y\} . \tag{1.40}
\end{align*}
$$

Łukasiewicz's logic $\mathcal{E}_{n}$ is defined as follows (cf. e.g. [30, 7.3.9]). The connectives $C n\left(\mathcal{E}_{n}\right)=\{\wedge, \vee, \neg, \rightarrow, \top\}$ are the usual. If $P$ is a set of propositional variables, then the set of formulas $F$ is generated by $P$ using the connectives. Write $\mathcal{F}$ for the absolutely free formula algebra $\mathcal{F}=$ $\langle F, \wedge, \vee, \neg, \rightarrow, T\rangle$. The class of models is

$$
\begin{equation*}
M=\left\{h: \mathcal{F} \rightarrow \mathfrak{A}_{n}: h \text { is a homomorphism }\right\} . \tag{1.41}
\end{equation*}
$$

In a model $h \in M, h \models \phi$ holds if $h(\phi)=1$. The definition of logical validity is then

$$
\begin{equation*}
\models_{\mathfrak{E}_{n}} \phi \quad \Longleftrightarrow \quad(\forall h \in M) h(\phi)=1 . \tag{1.42}
\end{equation*}
$$

Assume that there are at least two atomic formulas in $P$. The paper [19] showed that $\mathcal{E}_{n}$ does not have the Craig interpolation property IP $\rightarrow$. A similar argument below reveals that $\mathcal{E}_{n}$ does not have the mIP $\rightarrow$. Then, by Claim 1.3 then it cannot have the IIP $\rightarrow$ either.

Truth tables show that the implication

$$
\begin{equation*}
\models_{\mathfrak{E}_{n}} p \wedge \neg p \longrightarrow q \vee \neg q \tag{1.43}
\end{equation*}
$$

holds for any propositional variables $p, q \in P$. Every formula in the empty vocabulary is a Boolean combination of $\perp$ and $\top$, and therefore is equivalent to either $\perp$ or $T$. However, in the model where both $p$ and $q$ are evaluated to $\frac{\lfloor n / 2\rfloor}{n-1}$ neither $T$ not $\perp$ can be an interpolant. This is because the truth value $\frac{\lfloor n / 2\rfloor}{n-1}$ is neither 0 nor 1 if $n>2$.

The same argument carries over to the infinite Lukasiewicz logic $\mathcal{E}_{\infty}$. (for this logic, see [26]).

The logic $\mathcal{L}_{\infty}$. We design the logic $\mathcal{L}_{\infty}$ for the sake of giving an example for the case where the IP $\rightarrow$ fails but the IIP $\rightarrow$ and thus the mIP $\rightarrow$ hold.

Let $\omega$ denote the ordered set of natural numbers and let $\omega^{*}$ be the reverse ordering. Consider the ordering $\omega+\omega^{*}$. We write $n \in \omega$ and $n \in \omega^{*}$ to denote that $n$ belong to the $\omega$ or the $\omega^{*}$ part of the ordering $\omega+\omega^{*}$. Particularly, $0 \in \omega$ is the smallest element, and $0 \in \omega^{*}$ is the largest element of the ordering. Define the algebra

$$
\begin{equation*}
\mathfrak{A}=\left\langle\omega+\omega^{*}, E, L, \rightarrow, c_{i}\right\rangle_{i \in \omega+\omega^{*}}, \tag{1.44}
\end{equation*}
$$

where $E$ and $L$ are the unary functions

$$
E(n)=\left\{\begin{array}{ll}
n & \text { if } n \in \omega  \tag{1.45}\\
0 \in \omega & \text { if } n \in \omega^{*},
\end{array} \quad L(n)= \begin{cases}n & \text { if } n \in \omega^{*} \\
0 \in \omega^{*} & \text { if } n \in \omega,\end{cases}\right.
$$

the binary $\rightarrow$ is given by

$$
x \rightarrow y= \begin{cases}0 \in \omega^{*} & \text { if } x \leq^{\omega+\omega^{*}} y  \tag{1.46}\\ 0 \in \omega & \text { otherwise }\end{cases}
$$

and each $c_{i}$ is a constant with value $i$ for $i \in \omega+\omega^{*}$.
The connectives of the logic $\mathcal{L}_{\infty}$ are $\left\{E, L, \rightarrow, c_{i}\right\}_{i \in \omega+\omega^{*}}$. If $P$ is a set of propositional variables, then the set of formulas $F$ is generated by $P$ using the connectives. Write $\mathcal{F}$ for the absolutely free formula algebra. The class of models is

$$
\begin{equation*}
M=\{h: \mathcal{F} \rightarrow \mathfrak{A}: h \text { is a homomorphism }\} . \tag{1.47}
\end{equation*}
$$

For $h \in M$ we let the meaning function $\mathrm{mng}_{h}$ to be equal to $h$. In a model $h \in M, h=\phi$ holds if $h(\phi)=0 \in \omega^{*}$. The definition of logical validity is then

$$
\begin{equation*}
\models_{\mathcal{L}_{\infty}} \phi \quad \Longleftrightarrow \quad(\forall h \in M) h(\phi)=0 \in \omega^{*} . \tag{1.48}
\end{equation*}
$$

It is easy to check that the implication

$$
\begin{equation*}
\models_{\mathcal{L}_{\infty}} E(p) \rightarrow L(q) \tag{1.49}
\end{equation*}
$$

holds for any propositional variables $p, q \in P$. Every formula in the empty vocabulary is equivalent to one of the constants $c_{i}$, therefore in order to see that $\mathcal{L}_{\infty}$ has no IP $\rightarrow$, it is enough to check that none of the constants $c_{i}$ can be a (global) interpolant for the formula $E(p) \rightarrow L(q)$. Indeed, for any $c_{i}$ take a model $h$ in which $h\left(c_{i}\right)<h(E p)$ or $h(L q)<h\left(c_{i}\right)$ holds. Then either $h \not \vDash E(p) \rightarrow c_{i}$ or $h \not \vDash c_{i} \rightarrow L(q)$.

However, $\mathcal{L}_{\infty}$ has the IIP $\rightarrow$ (and thus the mIP $\rightarrow$ ) because in any model $h$ the formula $c_{h(E(p))}$ is a suitable interpolant.

## 2. Applications

The local Beth property of a logic $\mathcal{L}$ states that every implicitly definable relation is locally explicitly definable, that is, the explicit definition may vary from model to model (see [3, Definition 6.9]). To be more precise,
let $\mathcal{L}=\langle F, M, \models\rangle$ be a logic, and write $F^{P}$ to denote the set of formulas of the $\operatorname{logic} \mathcal{L}$ that are generated by the propositional letters $P$, that is, $F^{P}=\{\phi \in F: \operatorname{Voc}(\phi) \subseteq P\}$, and let $\leftrightarrow$ be a distinguished binary connective. For a set of propositional letters $R$ let $R^{\prime}$ be a disjoint copy of $R$ and for $\Sigma \subseteq F^{R}$ we write $\Sigma^{\prime}$ to denote the formulas obtained from $\Sigma$ be replacing each $r \in R$ by the corresponding $r^{\prime} \in R^{\prime}$. We say that $\Sigma \subseteq F^{P \cup R}$ defines $R$ implicitly in terms of $P$ if and only if $\Sigma \cup \Sigma^{\prime} \models r \leftrightarrow r^{\prime}$ for every $r \in R$. Further, $\Sigma$ defines $R$ locally explicitly in terms of $P$ if for every model $\mathfrak{M} \vDash \Sigma$, for all $r \in R$ there is $\varphi_{r} \in F^{P}$ such that $\mathfrak{M} \vDash r \leftrightarrow \varphi_{r}$. That is, the usual explicit definition may vary from model to model.

We show that the modelwise interpolation property implies the local Beth definability property for a wide range of logics. In what follows we work with logics that extend classical propositional logic in the sense that the connectives $\wedge$ and $\rightarrow$ are available and satisfy

$$
\begin{equation*}
\models(\phi \wedge \psi) \rightarrow \theta \text { iff } \models \phi \rightarrow(\psi \rightarrow \theta) \text { iff } \models \psi \rightarrow(\phi \rightarrow \theta) \tag{2.1}
\end{equation*}
$$

The logic $\mathcal{L}$ is said to be consequence compact if for every $\Gamma,\{\phi\} \subseteq F$, if $\Gamma \models \phi$, then there is a finite subset $\Gamma_{0} \subseteq \Gamma$ such that $\Gamma_{0} \models \phi$. $\mathcal{L}$ is conjunctive if for any $\phi, \psi \in F$ we have

$$
\begin{equation*}
\{\theta: \phi, \psi \models \theta\}=\{\theta: \phi \wedge \psi \models \theta\} . \tag{2.2}
\end{equation*}
$$

We say that $\mathcal{L}$ has deduction theorem if for all $\phi, \psi, \theta \in F$ we have

$$
\begin{equation*}
\phi, \psi \models \theta \quad \text { if and only if } \quad \phi \models \psi \rightarrow \theta . \tag{2.3}
\end{equation*}
$$

Theorem 2.1. Suppose $\mathcal{L}$ is consequence compact, conjunctive, and has deduction theorem. If $\mathcal{L}$ has the mIP $\rightarrow$ then it has the local Beth definability property.

Proof: The proof is standard. Suppose that $\Sigma \subseteq F^{P \cup\{r\}}$ defines $r$ implicitly, that is

$$
\begin{equation*}
\Sigma \cup \Sigma^{\prime} \models r \leftrightarrow r^{\prime} . \tag{2.4}
\end{equation*}
$$

By consequence compactness one can take a finite subset $\Sigma_{0} \subset \Sigma$ such that $\Sigma_{0} \cup \Sigma_{0}^{\prime} \models r \leftrightarrow r^{\prime}$, and by conjunctiveness if $\phi$ is the conjunction of the formulas in $\Sigma_{0}$, then

$$
\begin{equation*}
\phi, \phi^{\prime} \models r \leftrightarrow r^{\prime} . \tag{2.5}
\end{equation*}
$$

By deduction and conjunctiveness

$$
\begin{equation*}
\models\left(\phi \wedge \phi^{\prime}\right) \rightarrow\left(r \leftrightarrow r^{\prime}\right) . \tag{2.6}
\end{equation*}
$$

Using (2.1), from (2.6) we get the equivalent

$$
\begin{align*}
& \models \phi \rightarrow\left(\phi^{\prime} \rightarrow\left(r \rightarrow r^{\prime}\right)\right)  \tag{2.7}\\
& \models \phi \rightarrow\left(r \rightarrow\left(\phi^{\prime} \rightarrow r^{\prime}\right)\right)  \tag{2.8}\\
& \models(\phi \wedge r) \rightarrow\left(\phi^{\prime} \rightarrow r^{\prime}\right) \tag{2.9}
\end{align*}
$$

For any model $\mathfrak{M}$, by mIP $\rightarrow$, there is an interpolant formula $\theta_{\mathfrak{M}} \subseteq F^{P}$ such that

$$
\begin{equation*}
\mathfrak{M} \models(\phi \wedge r) \rightarrow \theta_{\mathfrak{M}}, \quad \text { and } \quad \mathfrak{M} \models \theta_{\mathfrak{M}} \rightarrow\left(\phi^{\prime} \rightarrow r^{\prime}\right), \tag{2.10}
\end{equation*}
$$

hence, using (2.1) again, we get

$$
\begin{equation*}
\mathfrak{M} \models \phi \rightarrow\left(r \leftrightarrow \theta_{\mathfrak{M}}\right) . \tag{2.11}
\end{equation*}
$$

By deduction, for every $\mathfrak{M} \models \Sigma$ one has $\mathfrak{M} \models r \leftrightarrow \theta_{\mathfrak{M}}$, that is, $\Sigma$ locally explicitly defines $r$.

Corollary 2.2. Difference logic $\mathcal{L}_{D}$ has the local Beth definability property.

Proof: Combine Theorems 1.5 and Theorem 2.1.

Next, we give an algebraic characterization of the modelwise interpolation property in terms of amalgamation of algebras. Algebraic characterizations of the IP and the IIP have been done respectively in the papers [20] and [16]. The definition of logic employed so far is too general to have an algebraic counterpart. Therefore we restrict our attention to a subclass of logics that are algebraizable. From now on in this section we work with algebraizable logics as defined in the Andréka-Németi-Sain framework [3]. We recall the indispensable definitions below, and for a brief and self-contained summary we refer the reader to [3], or [20, 17].

By an algebraizable logic we understand a tuple $\mathcal{L}=\langle F, M, \mathrm{mng}, \models\rangle$ that satisfies the following requirements.

- $\langle F, M, \models\rangle$ is a logic as described at the beginning of the present paper. That is, the set of formulas $F$ is the universe of the free algebra $\mathcal{F}$ generated by some set $P$ of atomic formulas in similarity type $C n . M$ is a non-empty class of models, and $\models$ is a relation between models and formulas.
- mng, called the meaning function, is a function with domain $M \times F$. We write $\operatorname{mng}_{\mathfrak{M}}(\phi)$ in place of $\operatorname{mng}(\mathfrak{M}, \phi)$ and require that $(\forall \phi, \psi \in$ F) $(\forall \mathfrak{M} \in M)$

$$
\begin{equation*}
\left(\operatorname{mng}_{\mathfrak{M}}(\phi)=\operatorname{mng}_{\mathfrak{M}}(\psi) \text { and } \mathfrak{M} \models \phi\right) \Longrightarrow \mathfrak{M} \models \psi \tag{2.12}
\end{equation*}
$$

- Compositionality: For every model $\mathfrak{M}$, the meaning function $\mathrm{mng}_{\mathfrak{M}}$ is a homomorphism from the formula algebra $\mathcal{F}$ into some algebra.
- Filter property: There are connectives $\leftrightarrow$ (binary) and $T$ (constant) such that

$$
\begin{equation*}
\mathfrak{M} \models \phi \leftrightarrow \psi \quad \text { iff } \quad \operatorname{mng}_{\mathfrak{M}}(\phi)=\operatorname{mng}_{\mathfrak{M}}(\psi) \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{M} \models \phi \quad \text { iff } \quad \mathfrak{M} \models \phi \leftrightarrow T . \tag{2.14}
\end{equation*}
$$

- Substitution property: For every model $\mathfrak{M}$ and homomorphism $h: \mathcal{F} \rightarrow \operatorname{mng}_{\mathfrak{M}}(\mathcal{F})$ there is a model $\mathfrak{N}$ (called the substituted version of $\mathfrak{M}$ ) such that $\operatorname{mng}_{\mathfrak{N}}=h$.
- Patchwork property: Suppose $\mathfrak{M}, \mathfrak{N}$ are models and $A$ and $B$ are sets of atomic formulas. If $\mathrm{mng}_{\mathfrak{M}}$ and $\mathrm{mng}_{\mathfrak{N}}$ agree on formulas using vocabulary $A \cap B$, then there is a model $\mathfrak{P}$ such that $\mathrm{mng}_{\mathfrak{P}}$ agrees with $\mathrm{mng}_{\mathfrak{M}}$ on formulas over the vocabulary $A$, and $\mathrm{mng}_{\mathfrak{P}}$ agrees with $\mathrm{mng}_{\mathfrak{N}}$ on formulas over the vocabulary $B$.

We note that all our examples $\mathcal{L}_{\text {Prop }}, \mathcal{L}_{\text {Sent }}, \mathcal{L}_{D}$ and $\mathcal{L}_{n}$ are algebraizable logics with a proper choice of the meaning function. For a detailed discussion and for more examples we refer to [3]. We write
$\operatorname{Alg}_{m}(\mathcal{L})=\left\{\operatorname{mng}_{\mathfrak{M}}\left(\mathcal{F}^{\prime}\right): \mathfrak{M} \in M, \mathcal{F}^{\prime}\right.$ is a subalgebra of $\left.\mathcal{F}\right\}$
$\operatorname{Alg}_{\models}(\mathcal{L})=\left\{\mathfrak{A}: \mathfrak{A} \cong \mathcal{F} / \sim_{K}, K \subseteq M\right\}$, where $\phi \sim_{K} \psi$ iff $K \models \phi \leftrightarrow \psi$,
for the class of meaning algebras and the class of Lindenbaum-Tarski algebras, respectively.

$$
* * *
$$

Let $t$ be an algebraic similarity type. Given a set of equations $e(x, y)$ of type $t$ and a $t$-type algebra $\mathfrak{A}$ we write

$$
\begin{equation*}
\leq_{e}^{\mathfrak{A}}=\{\langle a, b\rangle \in A \times A: \mathfrak{A} \models e(a, b)\} \tag{2.15}
\end{equation*}
$$

Many cases $e(x, y)$ is a single equation, consider for example the Boolean case, where $x \leq y$ corresponds to the equation $x \wedge y=x$. Note that $\leq_{e}^{\mathfrak{x}}$ need not be a partial ordering, in general.

Next we define a variant of the superamalgamation property. The original superamalgamation property goes back to Maksimova [23, 22] and a slightly modified version of it has been introduced in [20]. For a class K of algebras and a set $X, \mathfrak{F r}_{\mathrm{K}}(X)$ denotes the $K$-free algebra generated by $X$. For algebras $\mathfrak{A}$ and $\mathfrak{B}$ the relation $\mathfrak{A} \subseteq \mathfrak{B}$ means that $\mathfrak{A}$ is a subalgebra of $\mathfrak{B}$.

Definition 2.3. Let $e(x, y)$ be a set of equations. We say that K has the SUP $_{e}$ (weak superamalgamation property) if for every $\mathfrak{A}_{0}, \mathfrak{A}_{1}, \mathfrak{A}_{2} \in \mathrm{~K}$ with $\mathfrak{A}_{0} \subseteq \mathfrak{A}_{1}$ and $\mathfrak{A}_{0} \subseteq \mathfrak{A}_{2}$ there exists $\mathfrak{A}_{3} \in \mathrm{~K}$ such that $\mathfrak{A}_{1} \subseteq \mathfrak{A}_{3}, \mathfrak{A}_{2} \subseteq \mathfrak{A}_{3}$ and whenever the diagram below commutes (for arbitrary sets $X$ and $Y$ ),

then $\forall x \in \mathfrak{F r}_{\mathrm{K}}(X)$ and $\forall y \in \mathfrak{F r}_{\mathrm{K}}(Y)$ we have

$$
\left(x \leq_{e}^{\mathfrak{F r}_{\kappa}(X \cup Y)} y \quad \Longrightarrow \quad\left(\exists z \in \mathfrak{A}_{0}\right)\left(h(x) \leq_{e}^{\mathfrak{I}_{3}} z \text { and } z \leq_{e}^{\mathfrak{A}_{3}} h(y)\right)\right)
$$

(Here the embeddings between the K-free algebras are the embeddings induced by the inclusion maps between the sets of generators).

Theorem 2.4. Let $\mathcal{L}$ be an algebraizable logic. Assume $\mathcal{L}$ has a derived binary connective $\rightsquigarrow$ and let $e(x, y)$ denote the equations $x \rightsquigarrow y=\top$. Then

$$
\begin{equation*}
\mathcal{L} \text { has the } m I P^{m} \quad \Longleftrightarrow \quad \operatorname{Alg}_{m}(\mathcal{L}) \text { has the } S U P_{e} \tag{2.16}
\end{equation*}
$$

Proof: $(\Leftarrow)$ Assume $\operatorname{Alg}_{m}(\mathcal{L})$ has the $\operatorname{SUP}_{e}$ and let $\phi, \psi \in F$ be such that $\models \phi \rightsquigarrow \psi$. We need to find, for every $\mathfrak{M} \in M$, a formula $\chi \in F$ with $\operatorname{Voc}(\chi) \subseteq \operatorname{Voc}(\phi) \cap \operatorname{Voc}(\psi)$ such that $\mathfrak{M} \vDash \phi \rightsquigarrow \chi$ and $\mathfrak{M} \models \chi \rightsquigarrow \psi$. In what follows, $\mathcal{F}^{V}$ denotes the set of formulas in $F$ whose vocabulary is in $V$. Let $\mathfrak{M} \in M$ be an arbitrary model, write $V=\operatorname{Voc}(\phi), W=\operatorname{Voc}(\psi)$ and consider the following meaning algebras: $\mathfrak{A}_{3}=\operatorname{mng}_{\mathfrak{M}}\left(\mathcal{F}^{V \cup W}\right), \mathfrak{A}_{1}=$ $\operatorname{mng}_{\mathfrak{M}}\left(\mathcal{F}^{V}\right), \mathfrak{A}_{2}=\operatorname{mng}_{\mathfrak{M}}\left(\mathcal{F}^{W}\right), \mathfrak{A}_{0}=\operatorname{mng}_{\mathfrak{M}}\left(\mathcal{F}^{V \cap W}\right)$. Now, $\models \phi \rightsquigarrow \psi$ implies (see [3, Corollary 5.5])

$$
\begin{equation*}
\operatorname{Alg}_{\models}(\mathcal{L}) \models \phi \rightsquigarrow \psi=\mathrm{T}, \tag{2.17}
\end{equation*}
$$

hence, considering $\phi$ and $\psi$ as elements of the free algebra $\mathfrak{F r}_{\operatorname{Alg}(\mathcal{L})}(V \cup W)$, we have

$$
\begin{equation*}
\phi \leq_{e}^{\mathfrak{\xi} \mathfrak{r}(V \cup W)} \psi . \tag{2.18}
\end{equation*}
$$

We note that free algebras of $\operatorname{Alg}_{\models}(\mathcal{L})$ and that of $\operatorname{Alg}_{m}(\mathcal{L})$ are the same as $\operatorname{SPAlg}_{m}(\mathcal{L}) \supseteq \operatorname{Alg} \models(\mathcal{L})$ (see [3, Thm 5.3]). Consider the diagram in Definition 2.3. By $\operatorname{SUP}_{e}$ there must exist $z \in \mathfrak{A}_{0}$ such that $h(\phi) \leq_{e}^{\mathfrak{A}_{3}} z$ and $z \leq_{e}^{\mathfrak{A}_{3}} h(\psi)$. As $z \in \mathfrak{A}_{0}$ there is $\chi \in F^{V \cap W}$ with $z=\operatorname{mng}_{\mathfrak{M}}(\chi)$. Then $h(\phi) \leq_{e}^{\mathfrak{Z}_{3}} z$ implies $\mathfrak{M} \models \phi \rightsquigarrow \chi$ and $z \leq_{e}^{\mathfrak{R}_{3}} h(\psi)$ implies $\mathfrak{M} \vDash \chi \rightsquigarrow \psi$.
$(\Rightarrow)$ Assume that $\mathcal{L}$ has the $\mathrm{mIP}^{\rightsquigarrow}$. To show that $\operatorname{Alg}_{m}(\mathcal{L})$ has the $\mathrm{SUP}_{e}$, take algebras $\mathfrak{A}_{0}, \mathfrak{A}_{1}, \mathfrak{A}_{2} \in \operatorname{Alg} g_{m}(\mathcal{L})$ such that $\mathfrak{A}_{0} \subseteq \mathfrak{A}_{1}$ and $\mathfrak{A}_{0} \subseteq \mathfrak{A}_{2}$.
Lemma 2.5. For every $\mathfrak{A}_{0}, \mathfrak{A}_{1}, \mathfrak{A}_{2} \in \operatorname{Alg}_{m}(\mathcal{L})$ with $\mathfrak{A}_{0} \subseteq \mathfrak{A}_{1}$ and $\mathfrak{A}_{0} \subseteq \mathfrak{A}_{2}$ there is $\mathfrak{A}_{3} \in \operatorname{Alg}_{m}(\mathcal{L})$ such that $\mathfrak{A}_{1} \subseteq \mathfrak{A}_{3}$ and $\mathfrak{A}_{2} \subseteq \mathfrak{A}_{3}$.
Proof: Suppose $\mathfrak{A}_{0}, \mathfrak{A}_{1}, \mathfrak{A}_{2} \in \operatorname{Alg}(\mathcal{L})$ are such that $\mathfrak{A}_{0} \subseteq \mathfrak{A}_{1}$ and $\mathfrak{A}_{0} \subseteq$ $\mathfrak{A}_{2}$. Let $f: A_{1} \rightarrow A_{1}$ and $g: A_{2} \rightarrow A_{2}$ be the identity mappings. Then $f$ and $g$ extend to homomorphisms $\bar{f}: \mathcal{F}^{A_{1}} \rightarrow \mathfrak{A}_{1}$ and $\bar{g}: \mathcal{F}^{A_{2}} \rightarrow \mathfrak{A}_{2}$. By the substitution property of $\mathcal{L}$ there are models $\mathfrak{M} \in M$ and $\mathfrak{N} \in M$ so that $\bar{f}=\mathrm{mng}_{\mathfrak{M}}$ and $\bar{g}=\mathrm{mng}_{\mathfrak{N}}$. By the patchwork property, for some model $\mathfrak{D} \in M$ we have $\mathrm{mng}_{\mathfrak{D}} \upharpoonright F^{A_{1}}=\mathrm{mng}_{\mathfrak{M}}$ and $\mathrm{mng}_{\mathfrak{D}} \upharpoonright F^{A_{2}}=\mathrm{mng}_{\mathfrak{N}}$. It follows that $\mathfrak{A}_{1}=\operatorname{mng}_{\mathfrak{M}}\left(\mathcal{F}^{A_{1}}\right) \subseteq \operatorname{mng}_{\mathfrak{D}}\left(\mathcal{F}^{A_{1} \cup A_{2}}\right)$ and $\mathfrak{A}_{2}=\operatorname{mng}_{\mathfrak{N}}\left(\mathcal{F}^{A_{2}}\right) \subseteq$ $\operatorname{mng}_{\mathfrak{D}}\left(\mathcal{F}^{A_{1} \cup A_{2}}\right)$.

Let $\mathfrak{A}_{3}$ be as in Lemma 2.5. As $\mathfrak{A}_{3} \in \operatorname{Alg}_{m}(\mathcal{L})$ it is the image of the meaning function with respect to some model $\mathfrak{M}$, i.e. $\mathfrak{A}_{3}=\operatorname{mng}_{\mathfrak{M}}\left(\mathcal{F}^{A_{3}}\right)$. Then $\mathfrak{A}_{1}=\mathrm{mng}_{\mathfrak{M}}\left(\mathcal{F}^{A_{1}}\right), \mathfrak{A}_{2}=\mathrm{mng}_{\mathfrak{M}}\left(\mathcal{F}^{A_{2}}\right)$ and $\mathfrak{A}_{0}=\mathrm{mng}_{\mathfrak{M}}\left(\mathcal{F}^{A_{0}}\right)$.

Consider the diagram in Definition 2.3 and suppose that for $x \in \mathfrak{F r}(X)$ and $y \in \mathfrak{F r}(Y)$ we have $\mathfrak{F r}(X \cup Y) \models x \leq_{e} y$. There are formulas $\phi \in F^{A_{1}}$ and $\psi \in F^{A_{2}}$ such that $\mathrm{mng}_{\mathfrak{M}}(\phi)=h(x)$ and $\mathrm{mng}_{\mathfrak{M}}(\psi)=h(y)$. By the filter property, $\mathfrak{A}_{3} \models h(x) \leq_{e} h(y)$ is equivalent to $\mathfrak{M} \models \phi \rightsquigarrow \psi$. Using the mIP $\rightsquigarrow$ one finds a formula $\chi \in F^{A_{1} \cap A_{2}}$ such that $\mathfrak{M} \vDash \phi \rightsquigarrow \chi$ and $\mathfrak{M} \models \chi \rightsquigarrow \psi$. Clearly, $z=\operatorname{mng}_{\mathfrak{M}}(\chi) \in \mathfrak{A}_{0}$ and it follows that $h(x) \leq_{e}^{\mathfrak{A}_{3}} z$ and $z \leq_{e}^{\mathfrak{Z}_{3}} h(y)$.

The weak superamalgamation property is kind of a direct translation of the modelwise interpolation property into an algebraic setting. Even thought this translation is very direct, nevertheless it needed a justification (the proof of Theorem 2.4). As the weak superamalgamation property explicitly mentions free algebras, the correspondence might not be as strong as one would expect. On the other hand, let us note that the algebraic characterization of the regular Craig interpolation property also directly mentions free algebras, as it is equivalent to the superamalgamation property of free algebras (see [20, Def.4.4] for the definition of "Free SUPAP" and [20, Prop.4.6] for the equivalence between the Free SUPAP and the Craig interpolation property). It is "only" certain varieties of Boolean algebras with operators where the free superamalgamation property implies a more general amalgamation property of the variety (for such results we also refer to Madarász [20]). We do not yet know whether our weak superamalgamation property can be strengthened in classes of algebras having additional properties.

There are several variants of the interpolation property, such as Lyndon's interpolation, uniform interpolation, etc. It could be interesting to see to what extent the "modelwise" variants of these properties are meaningful or useful. We did not make effort to investigate this systematically, but it could serve a possible direction for further research. ${ }^{5}$
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## THE WEAK VARIABLE SHARING PROPERTY


#### Abstract

An algebraic type of structure is shown forth which is such that if it is a characteristic matrix for a logic, then that logic satisfies Meyer's weak variable sharing property. As a corollary, it is shown that RM and all its odd-valued extensions $\mathbf{R} \mathbf{M}_{2 n-1}$ satisfy the weak variable sharing property. It is also shown that a proof to the effect that the "fuzzy" version of the relevant logic $\mathbf{R}$ satisfies the property is incorrect.


Keywords: characteristic matrix, relevant logics, variable sharing properties.

## 1. Introduction

The variable sharing property-that $A \rightarrow B$ is a logical theorem of a logic only if $A$ and $B$ share a propositional variable-is a hallmark of relevant logics. The property was first shown to hold for the logic $\mathbf{E}$-Anderson and Belnap's logic of entailment - as well as Ackermann's logic of "rigorous implication" by Belnap in [2]. One of the logics that this property rather surprisingly turned out not to hold for is the logic RM-Anderson and Belnap's logic $\mathbf{R}$ augmented by the mingle axiom $A \rightarrow(A \rightarrow A)$; Meyer and Dunn discovered that $\sim(A \rightarrow A) \rightarrow(B \rightarrow B)$ is a theorem of $\mathbf{R M}$ (cf. [6]).

Even though Meyer did acknowledge that such theorems do undermine the raison d'être of the enterprise of relevant logics, Meyer thought that $\mathbf{R M}$ was "good enough, when some relevance is desirable" [1, p. 393]. Relevant logics allow for no relevance exceptions: If $A \rightarrow B$ is a logical theorem, then $A$ must be relevant to $B$ in the sense that $A$ and $B$ must share a propositional variable. Logics like classical logic, on the other

[^7]hand, allow for exceptions: As a consequence of the interpolation theorem we have that if $A \supset B$ is a logical theorem of classical logic, then either $A$ and $B$ will share a propositional variable, or either $\sim A$ or $B$ are logical theorems. The notion of relevance ensured to hold for logics like $\mathbf{R M}$ is somewhere in between these two, and is brought out by the weak variable sharing property (WVSP), that if $A \rightarrow B$ is a logical theorem, then either $A$ and $B$ share a propositional variable, or both $\sim A$ and $B$ are logical theorems. This property, then, allows for relevance exceptions, but only for antecedents and consequents which are, respectively, logically rejected and logically forced, as it were.

Meyer showed that RM does indeed satisfy (WVSP). Unlike Belnap's original variable sharing property, however, (WVSP) does not automatically extend to any sublogic of a logic for which it holds. Neither does Meyer's original proof of the property easily generalize to other logics. Between classical logic and $\mathbf{R M}$ there are the $n$-valued logics $\mathbf{R} \mathbf{M}_{n}$, where $n>2$. In fact, classical logic can be identified as $\mathbf{R M} \mathbf{M}_{2}$. Dunn showed in [5] that any such logic $\mathbf{R M}_{n}$ for even $n$ 's, fail to satisfy (WVSP), and stated, albeit without giving a proof, that every odd-valued $\mathbf{R M}_{n}$ satisfy (WVSP). Robles and Méndez gave a (WVSP)-proof in [9] which covers the four-valued logic $\mathbf{B N}_{4}$ as well as an "entailment" version of that logic. ${ }^{1}$ This paper generalizes that proof so as to make it also apply to $\mathbf{R M}$ and all the odd-valued $\mathbf{R M}_{n}$ 's (as well as other logics satisfying certain conditions).

There are two interesting sublogics of $\mathbf{R M}$ which both fail to satisfy the variable sharing property, but for which the status of the weak version is unsettled, namely $\mathbf{R U E}$ and $\mathbf{R D}-\mathbf{R}$ augmented by, respectively, the axiom $A \wedge \sim A \rightarrow B \vee \sim B$ and $(A \rightarrow B) \vee(B \rightarrow A) .{ }^{2} \quad$ A proof to the effect that RD—"fuzzy R"—satisfies (WVSP) was put forth by Yang in [14]. That proof, however, is faulty. This paper ends inconclusively by pointing out the error and thus reopens the question as to whether RD satisfies (WVSP). In light of the general (WVSP)-proof, however, one way of making progress on whether RUE and RD do satisfy (WVSP) is pointed out as interesting.

[^8]Table 1. RM and three related logics

| $\mathbf{R}$ | Ax1-Ax12; R1-R2 | RUE | $\mathbf{R}+$ Ax13 |
| :--- | :--- | :--- | :--- |
| $\mathbf{R D}$ | $\mathbf{R}+\mathrm{A} 14$ | $\mathbf{R M}$ | $\mathbf{R}+\mathrm{Ax} 15$ |

## 2. Logics defined

The consequence relation dealt with in this paper is exclusively the standard Hilbertian one. The following list of axioms and rules are used to define some of the logics in the vicinity of RM. Their defining details are found in Tab. 1.

| Ax1 | $A \rightarrow A$ |
| :--- | :--- |
| Ax 2 | $A \rightarrow A \vee B$ and $B \rightarrow A \vee B$ |
| Ax 3 | $A \wedge B \rightarrow A$ and $A \wedge B \rightarrow B$ |
| $\mathrm{Ax4}$ | $\neg \neg A \rightarrow A$ |
| $\mathrm{Ax5}$ | $A \wedge(B \vee C) \rightarrow(A \wedge B) \vee(A \wedge C)$ |
| $\mathrm{Ax6}$ | $(A \rightarrow B) \wedge(A \rightarrow C) \rightarrow(A \rightarrow B \wedge C)$ |
| Ax 7 | $(A \rightarrow C) \wedge(B \rightarrow C) \rightarrow(A \vee B \rightarrow C)$ |
| Ax 8 | $(A \rightarrow \neg B) \rightarrow(B \rightarrow \neg A)$ |
| $\mathrm{Ax9}$ | $(A \rightarrow B) \rightarrow((B \rightarrow C) \rightarrow(A \rightarrow C))$ |
| Ax10 | $(A \rightarrow B) \rightarrow((C \rightarrow A) \rightarrow(C \rightarrow B))$ |
| Ax11 | $A \rightarrow((A \rightarrow B) \rightarrow B)$ |
| Ax12 | $(A \rightarrow(A \rightarrow B)) \rightarrow(A \rightarrow B)$ |
| Ax13 | $A \wedge \sim A \rightarrow B \vee \sim B$ |
| Ax14 | $(A \rightarrow B) \vee(B \rightarrow A)$ |
| Ax15 | $A \rightarrow(A \rightarrow A)$ |
| R1 | $A, B \vdash A \wedge B$ |
| R 2 | $A, A \rightarrow B \vdash B$ |

Schechter showed in [10] that $\mathbf{R} \prec \mathbf{R U E} \prec \mathbf{R D} \prec \mathbf{R M}$, where $\prec$ is the strict sublogic relation. For instance, R does not have RUE's defining axiom (Ax13) as a logical theorem, whereas RD does, but does not suffice for the "mingle axiom" (Ax15). Lastly, RM suffices for deriving Dummett's axiom (Ax14), but RUE does not. Only $\mathbf{R}$ amongst these logics, then, satisfies Belnap's variable sharing property since (Ax13) is an obvious example of a theorem which violates it.

Definition 2.1. The Dugundji sentences (cf. [4, 5, p. 10]) are the following formulas where any $p_{i}$ is distinct from $p_{k}$ for $i \neq k$.

```
\(\left(P_{2}\right) \quad\left(p_{1} \leftrightarrow p_{2}\right)\)
\(\left(P_{3}\right) \quad\left(p_{1} \leftrightarrow p_{2}\right) \vee\left(p_{1} \leftrightarrow p_{3}\right) \vee\left(p_{2} \leftrightarrow p_{3}\right)\)
\(\left(P_{4}\right) \quad\left(p_{1} \leftrightarrow p_{2}\right) \vee\left(p_{1} \leftrightarrow p_{3}\right) \vee\left(p_{1} \leftrightarrow p_{4}\right) \vee\)
    \(\left(p_{2} \leftrightarrow p_{3}\right) \vee\left(p_{2} \leftrightarrow p_{4}\right) \vee\)
        \(\left(p_{3} \leftrightarrow p_{4}\right)\)
\(\left(P_{n}\right) \quad \bigvee_{1 \leq i<k \leq n}\left(p_{i} \leftrightarrow p_{k}\right)\)
```

Definition 2.2. The logic $\mathbf{R} \mathbf{M}_{n}$ for $n \geq 1$ is obtained from $\mathbf{R M}$ by adding every substitutional instance of $\left(P_{n+1}\right)$.

Logics in the vicinity of $\mathbf{R M}$ are sometimes outfitted with truth-constants like the Church constants $\perp$ and $\top$, or the Ackermann constants $\mathbf{t}$ and $\mathbf{f}$. This paper follows the common practice of defining variable sharing properties for the truth-constant-free fragment of the language. ${ }^{3}$

Definition 2.3. A logic $\mathbf{L}$ has the Weak Variable Sharing PropERTY (WVSP) just in case for every truth-constant-free formula $A$ and $B$, $\vdash_{\mathbf{L}} A \rightarrow B$ only if either $A$ and $B$ share a propositional variable, or both $\vdash_{\mathbf{L}} \sim A$ and $\vdash_{\mathbf{L}} B$.

To non-trivially satisfy the (WVSP), a logic must have a conditional as a logical constant, and if it is to satisfy (WVSP) while not satisfying the full variable sharing property, it must also have a negation. Since the main aim of the paper is to determine some general conditions which are sufficient for a logic to satisfy (WVSP), I have tried to keep the assumptions of the main theorem and lemma to a minimal so that they will also apply to logics with other sets of logical constants.

## 3. Matrices fit for weak variable sharing

Algebraic structures are in this paper used to provide interpretations for logics, and to do so such structures must provide interpretations for all the logical constants of the logic at hand. A $m$-ary logical constant $b$ will be

[^9]interpreted using a $m$-ary function $\square$ on the algebra in question. The arity of such constants and functions will be left to context.

Definition 3.1. A matrix for a logic $\mathbf{L}$ with logical constants

$$
\left\langle\sim, \rightarrow, b_{1}, \ldots, b_{n}\right\rangle
$$

is a structure

$$
\mathfrak{A}=\left\langle\mathcal{K}, \mathcal{D}, \neg, \rightsquigarrow, \mathfrak{b}_{1}, \ldots, \mathfrak{b}_{n}\right\rangle
$$

for which

- $\varnothing \neq \mathcal{D} \subseteq \mathcal{K}$
- $\neg$ is a unary function on $\mathcal{K}$
- $\rightsquigarrow$ a binary function on $\mathcal{K}$
- If $b_{i}$ is a $m$-ary logical constant, then $দ_{i}$ is a $m$-ary function on $\mathcal{K}$.

The elements in $\mathcal{D}$ are the designated or "true" elements of $\mathfrak{A}$ 's valuespace $\mathcal{K} . \neg, \rightsquigarrow, \natural_{1}, \ldots, \natural_{n}$ are the defined propositional functions on $\mathfrak{A}$.

Definition 3.2. An Assignment function for a matrix $\mathfrak{A}$ is a function $I$ such that for any propositional variable $p, I(p) \in \mathcal{K} . I$ is extended to an interpretation on $\mathfrak{A}$ by letting

$$
\begin{array}{rll}
I(\sim A) & ={ }_{d f} \quad \neg I(A) \\
I(A \rightarrow B) & =d f & I(A) \rightsquigarrow I(B) \\
I\left(b_{i}\left(A_{1}, \ldots, A_{m}\right)\right) & & ={ }_{d f} \quad দ_{i}\left(I\left(A_{1}\right), \ldots, I\left(A_{m}\right)\right)
\end{array}
$$

- A formula $A$ is true in $\mathfrak{A}$ under $I$ just in case $I(A) \in \mathcal{D}$.
- A formula $A$ IS valid in $\mathfrak{A}$ just in case it is true in $\mathfrak{A}$ under every assignment function $I$.

DEFINITION 3.3. A matrix $\mathfrak{A}$ is called a CHARACTERISTIC MATRIX for a $\operatorname{logic} \mathbf{L}$ just in case $\vdash_{\mathbf{L}} A$ if and only if $A$ is valid in $\mathfrak{A}$.

DEfinition 3.4. A WVSP-matrix $\mathfrak{W}$ for a $\operatorname{logic} \mathbf{L}$ is a matrix for $\mathbf{L}$ for which there exists sets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ such that

- $\varnothing \neq \mathcal{S}_{i} \subseteq \mathcal{K}$, for $i \in\{1,2\}$
- $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ are both closed under all the defined propositional functions of $\mathfrak{W}$
- $a \in \mathcal{R} \& b \in \mathcal{S}_{1} \Longrightarrow a \rightsquigarrow b \in \mathcal{U}$
- $a \in \mathcal{S}_{2} \& b \in \mathcal{U} \Longrightarrow a \rightsquigarrow b \in \mathcal{U}$,
where $\mathcal{R}={ }_{d f}\{x \in \mathcal{K} \mid \neg x \notin \mathcal{D}\}$ and $\mathcal{U}={ }_{d f} \mathcal{K} \backslash \mathcal{D}$.

THEOREM 3.5. If a logic has a WVSP-matrix as a characteristic matrix, then it satisfies (WVSP).

Proof: Assume that $\mathbf{L}$ has $\mathfrak{W}$ as a characteristic WVSP-matrix. Furthermore, let $\vdash_{\mathbf{L}} A \rightarrow B$, where $A$ and $B$ are truth-constant free formulas which share no propositional variables. For contradiction, then, assume that either $\nvdash \mathbf{L}^{\sim} \sim A$ or $\not_{\mathbf{L}} B$. The theorem is proven by showing that both disjuncts lead to a contradiction.

Assume first that $\not_{\mathbf{L}} \sim A$. Since $\mathfrak{W}$ is a characteristic matrix for $\mathbf{L}$, there is an assignment function $I$ such that $I(\sim A) \notin \mathcal{D}$. It follows that $I(A) \in \mathcal{R}$. Let $I^{\prime}$ be just like $I$, except that $I^{\prime}(p) \in \mathcal{S}_{1}$ for every propositional variable $p$ occurring in $B$. Since $\mathcal{S}_{1}$ is closed under every propositional function, it follows by an easy induction that $I^{\prime}(B) \in \mathcal{S}_{1} . I^{\prime}$ is well-defined since $A$ and $B$ do not share any propositional variables. Furthermore, $I^{\prime}(A)=I(A)$. Since, then, $I^{\prime}(A) \in \mathcal{R}$ and $I^{\prime}(B) \in \mathcal{S}_{1}$, it follows by the definition of a WVSP-matrix that $I^{\prime}(A) \rightsquigarrow I^{\prime}(B) \in \mathcal{U}$, and so $A \rightarrow B$ is not true in $\mathfrak{W}$ under $I^{\prime}$. However, $A \rightarrow B$ is a logical theorem of $\mathbf{L}$ and so valid in $\mathfrak{W}$. Contradiction.

Secondly, assume that $\nvdash \mathbf{L} B$. Since $\mathfrak{W}$ is a characteristic matrix there is an assignment function $I$ such that $I(B) \notin \mathcal{D}$. By definition, then, $I(B) \in$ $\mathcal{U}$. Let $I^{\prime}$ be just like $I$, except that $I^{\prime}(p) \in \mathcal{S}_{2}$ for every propositional variable $p$ occurring in $A$. As above it follows from the fact that $\mathcal{S}_{2}$ is closed under every propositional function, that $I^{\prime}(A) \in \mathcal{S}_{2} . I^{\prime}$ is well-defined since $A$ and $B$ do not share any propositional variables. Furthermore, $I^{\prime}(B)=I(B)$. Since, then, $I^{\prime}(A) \in \mathcal{S}_{2}$ and $I^{\prime}(B) \in \mathcal{U}$, it follows by the definition of a WVSP-matrix that $I^{\prime}(A) \rightsquigarrow I^{\prime}(B) \in \mathcal{U}$, and so $A \rightarrow B$ is not true in $\mathfrak{W}$ under $I^{\prime}$. However, $A \rightarrow B$ is a logical theorem of $\mathbf{L}$ and so valid in $\mathfrak{W}$. Contradiction.

Definition 3.6. A propositional fixed-point of a matrix

$$
\mathfrak{A}=\left\langle\mathcal{K}, \mathcal{D}, \neg, \rightsquigarrow, \mathfrak{h}_{1}, \ldots, \mathfrak{b}_{n}\right\rangle
$$

is any point $\mathfrak{f} \in \mathcal{K}$ such that

$$
\begin{aligned}
& \text { (1) } \neg \mathfrak{f}=\mathfrak{f} \\
& \text { (2) } \mathfrak{f} \rightsquigarrow \mathfrak{f}=\mathfrak{f} \\
& \text { (3) } \quad \mathfrak{h}_{i}(\mathfrak{f}, \ldots, \mathfrak{f})=\mathfrak{f} \quad(i \leq n)
\end{aligned}
$$

Lemma 3.7. A matrix $\mathfrak{W}$ is a WVSP-matrix if it satisfies the following three conditions, where $a, b$ are any elements in $\mathcal{K}$ :

- (Fixed-point) There exists a propositional fixed-point $\mathfrak{f}$ such that $\mathfrak{f} \in \mathcal{D}$
- $\left(M T_{\mathfrak{f}}\right) a \rightsquigarrow \mathfrak{f} \in \mathcal{D} \Longrightarrow \neg a \in \mathcal{D}$
- $\left(M P_{\mathfrak{f}}\right) \mathfrak{f} \rightsquigarrow b \in \mathcal{D} \Longrightarrow b \in \mathcal{D}$

Proof: Let $\mathcal{S}_{1}=\mathcal{S}_{2}=\{\mathfrak{f}\}$. We then only need to show that if $a \in \mathcal{R}$, then $a \rightsquigarrow \mathfrak{f} \in \mathcal{U}$, and that $\mathfrak{f} \rightsquigarrow b \in \mathcal{U}$ for every $b \in \mathcal{U}$.

Assume first, then, that $a \in \mathcal{R}=_{d f}\{x \in \mathcal{K} \mid \neg x \notin \mathcal{D}\}$. If $a \rightsquigarrow \mathfrak{f} \notin \mathcal{U}$, then by definition $a \rightsquigarrow \mathfrak{f} \in \mathcal{D}$. It follows then from $\left(M T_{\mathfrak{f}}\right)$ that $\neg a \in \mathcal{D}$ which contradicts the assumption that $a \in \mathcal{R}$.

Assume now that $b \in \mathcal{U}$. If $\mathfrak{f} \rightsquigarrow b \notin \mathcal{U}, \mathfrak{f} \rightsquigarrow b \in \mathcal{D}$. It then follows from $\left(M P_{\mathfrak{f}}\right)$ that $b \in \mathcal{D}$. This, however, contradicts the assumption that $b \in \mathcal{U}={ }_{d f} \mathcal{K} \backslash \mathcal{D}$.

The above lemma, then, captures three properties which together are sufficient for making a matrix into a WVSP-matrix, namely the existence of a designated propositional fixed-point, and that the algebraic equivalent of both modus ponens and modus tollens are validated at least with regards to the propositional fixed-point. These properties, as we shall see, are satisfied by one of the characteristic matrices for $\mathbf{R M}$ as well as the characteristic matrices for its odd-valued extensions.

Definition 3.8. Let $n \geq 1$. The $2 n$-element Sugihara matrix $\mathfrak{S}_{2 n}$ consists of the elements $\mathcal{K}=\{-n, \ldots,-1,1, \ldots, n\}$. The $2 n-1$-element Sugihara matrix $\mathfrak{S}_{2 n-1}$, on the other hand, has value-space

$$
\mathcal{K}=\{-(n-1), \ldots,-1,0,1, \ldots, n-1\} .
$$

The $\mathbb{Z}$-element Sugihara matrix $\mathfrak{S}_{\mathbb{Z}}$ has $\mathcal{K}=\mathbb{Z}$. The set of designated elements is in each case defined as $\mathcal{D}={ }_{d f}\{n \in \mathcal{K} \mid 0 \leq n\}$. The propositional functions $\neg, \rightsquigarrow, \sqcap, \sqcup$ are for every Sugihara matrix defined as follows:

$$
\begin{array}{llll}
\neg a & ={ }_{d f} & -a & \\
a \sqcap b & ={ }_{d f} & \min \{a, b\} & \\
a \sqcup b & ={ }_{d f} & \max \{a, b\} \\
a \rightsquigarrow b & ={ }_{d f} & \left\{\begin{array}{lll}
\neg a \sqcup b & \text { if } & a \leq b \\
\neg a \sqcap b & \text { else }
\end{array}\right.
\end{array}
$$

Dunn showed in [5] that each $\mathbf{R M}_{n}$, for $n \geq 1$, has the $n$-valued Sugihara matrix as a characteristic matrix (cf. [5, thm. 9 \& cor. 2]). ${ }^{4}$ Furthermore, Meyer showed that $\mathfrak{S}_{\mathbb{Z}}$ is a characteristic matrix for RM (cf. [1, p. 415, thm. 4$]) .{ }^{5}$

As noted in [5, p. 10], each Dugundji sentence $P_{n}$, for $n \geq 2$, is invalid in $\mathfrak{S}_{i}$ for $i \geq n$. Furthermore, it is easy to verify that $\mathfrak{S}_{2}$ is in fact the two-element Boolean algebra, and so $\mathbf{R M}_{2}$ simply amounts to classical logic. $\mathbf{R M}_{1}$, on the other hand, amounts to the trivial logic since every substitutional instance of $p_{1} \leftrightarrow p_{2}$ is a logical axiom of $\mathbf{R M}_{1}$, and the logic validates modus ponens. It follows, then, that there are infinitely many RM-logics which can be ordered according to strength as follows:

$$
\mathbf{R M} \prec \ldots \mathbf{R M}_{n} \prec \mathbf{R M}_{n-1} \prec \ldots \prec \mathbf{R M}_{1} .
$$

Dunn showed that for (WVSP) fails to hold for every $\mathbf{R M}_{2 n}(n \geq 1)$ on account of

$$
(p \wedge \sim p) \rightarrow\left(q_{1} \vee\left(q_{1} \rightarrow q_{2}\right) \vee\left(q_{2} \rightarrow q_{3}\right) \vee \ldots \vee\left(q_{n-1} \rightarrow q_{n}\right)\right)
$$

being valid in $\mathfrak{S}_{2 n}$. It is easy to verify that the consequent is not valid in $\mathfrak{S}_{2 n}$, however: By assigning $-n$ to $q_{n}$, the consequent will be evaluated to -1 . Since the antecedent and consequent do not share any propositional

[^10]variables, it follows, therefore, that $\mathbf{R} \mathbf{M}_{2 n}$-all the even-valued extensions of RM-cannot satisfy (WVSP).

Dunn also stated, albeit without proof, that the odd-valued extensions $\mathbf{R} \mathbf{M}_{2 n+1}$ for $n \geq 1$ satisfy (WVSP) (cf. [5, cor. 5]). ${ }^{6}$ That this is indeed correct, is an easy consequence of the above lemma and theorem:

## Corollary 3.9. $\mathbf{R M}$ and every $\mathbf{R} \mathbf{M}_{2 n-1}$, satisfy (WVSP).

Proof: 0 is a propositional fixed-point for $\mathfrak{S}_{\mathbb{Z}}$ as well as of each $\mathfrak{S}_{2 n-1}$, where $n \geq 1$. Furthermore, every such Sugihara matrix validates both modus ponens and modus tollens generally, and so also with regards to the propositional fixed-point. By Lem. 3.7, then, these matrices are WVSPmatrices. Since they are also characteristic matrices for $\mathbf{R M}$ and $\mathbf{R M}_{2 n-1}$, it follows from Thm. 3.5 that these logics satisfy (WVSP).

### 3.1. Meyer's WVSP-proof in comparison

As we shall soon see, there are RM-related logics for which it is currently unknown whether (WVSP) holds. With that in mind it is important to get clear on which features are utilized in the two types of WVSP-proof available - the one displayed in this paper, and that used in Meyer's original proof for RM. ${ }^{7}$ This subsection briefly outlines Meyer's proof and compares it with the one displayed in this paper.

As already mentioned, the method used in above theorem is a generalization of that found in Robles and Méndez' [9, prop. 8.5]. ${ }^{8}$ The above

[^11]corollary shows, then, that the method is quite powerful as it generalizes to cover many logics. This contrasts to Meyer's original proof which so far at least, has not been made to work for other logics.

The method used here relies on the availability of propositionally closed substructure - subsets of the value-space of the algebra which are closed under all the operations used for interpreting the propositional connectives of our language. In the case of the $\mathbf{R M}$-logics, this is realized by the presence of a fixed-point: 0 is a fixed-point for every propositional function in both $\mathfrak{S}_{\mathbb{Z}}$ as well as in the odd-numbered Sugihara matrices. Meyer's original proof that RM satisfies (WVSP) in contrast, does not rely on such a fixed-point. Rather, it relies on a certain sort of translation being possible. As I will show, however, it can be seen as a variant of the main theorem presented in this paper.

As in the main theorem, Meyer proof relies on the logic having a characteristic matrix. $\mathfrak{S}_{\mathbb{Z}^{*}}$, Meyer showed, is yet another characteristic matrix for $\mathbf{R M}$, where $\mathbb{Z}^{*}$ is $\mathbb{Z} \backslash\{0\}$. An outline of Meyer's proof, then, goes as follows: Assume that $A \rightarrow B$ is a logical theorem and that $A$ and $B$ fail to share any propositional variables. For contradiction it is then assumed that there is some assignment function which makes $A$ true, i.e., that there is some $I$ such that $I(A) \geq 1$. From $I$ a new interpretation $I^{\prime}$ is defined which assigns to any propositional variable not occurring in $A$ the value 1 , and to any $p$ occurring in $A$ the value $I(p)+I(p)$. A little calculation will then show that $I^{\prime}(A)>1$ and $I^{\prime}(B)= \pm 1$, and therefore that $I^{\prime}(A \rightarrow B)=\neg I^{\prime}(A) \sqcap I^{\prime}(B)=\neg I^{\prime}(A)<-1$ contradicting the assumption that $A \rightarrow B$ is a logical theorem and hence valid in $\mathfrak{S}_{\mathbb{Z}^{*}}$. "By parity of reasoning," as Meyer put it, one similarly obtains a contradiction from the assumption that there is some $I$ which fails to make $B$ true.

Notice that $\mathcal{S}_{1}={ }_{d f}\{-1,1\}$ and $\mathcal{S}_{2}={ }_{d f} \mathbb{Z}^{*} \backslash \mathcal{S}_{1}$ are both closed under the propositional function corresponding to all the logical constants of $\mathbf{R M}$. As in the above theorem, let

$$
\mathcal{U}={ }_{d f} \mathcal{K} \backslash \mathcal{D}=\mathbb{Z}^{*} \backslash\left\{x \in \mathbb{Z}^{*} \mid x \geq 1\right\}=\left\{x \in \mathbb{Z}^{*} \mid x \leq-1\right\}
$$

and let $\mathcal{U}^{\prime}={ }_{d f} \mathcal{U} \backslash \mathcal{S}_{1}$ and $\mathcal{R}^{\prime}={ }_{d f} \mathcal{R} \backslash \mathcal{S}_{1}=\left\{x \in \mathbb{Z}^{*} \mid x \geq 2\right\}$. It is then easy to verify that if $a \in \mathcal{R}^{\prime}$ and $b \in \mathcal{S}_{1}$, then $a \rightsquigarrow b \in \mathcal{U}$, and that if $a \in \mathcal{S}_{2}$ and $b \in \mathcal{U}^{\prime}$, then $a \rightsquigarrow b \in \mathcal{U}$.

Meyer's proof, then, relies on the fact that if $I(A) \in \mathcal{R}$, then by translating the interpretation $I$ by setting $I^{\prime}(p)=I(p)+I(p), I^{\prime}(A) \in \mathcal{R}^{\prime}$.

Similarly, if $I(B) \in \mathcal{U}$, one needs to prove that the translated interpretation $I^{\prime}$ is such that $I^{\prime}(B) \in \mathcal{U}^{\prime}$. Of course, translating thus does work in case of $\mathfrak{S}_{\mathbb{Z}^{*}}$, but it is not evident that such a translation will work in other cases. A case in point is the finite Sugihara matrices for which $I(p)+I(p)$ will simply not be an element of the matrix in many cases.

Meyer's proof, then, is very much alike the one shown forth in this paper. Whereas the latter, however, works effortlessly when the matrix in question has a propositional fixed-point, a Meyer-type translation may make the presence of such a point redundant. In the search for a suitable characteristic matrix for a logic, however, it might at least be easier to try to find one with a propositional fixed-point, rather than one admitting of Meyer's type of translation. ${ }^{9}$

Although the proof offered here does contribute towards a more general way of proving that a logic satisfies (WVSP), the fact that RM and its oddvalued extensions satisfy (WVSP) is not news. What is a more recent claim, however, is that the weaker logic RD also satisfied (WVSP). The next section goes through an incorrect WVSP-proof and affirms the unsettled nature of the question as to whether either RUE or RD do in fact satisfy the weak variable sharing property.

## 4. An incorrect WVSP-proof

Yang has offered a proof to the effect that RD satisfies (WVSP). This section explains why that proof is incorrect.

[^12]Yang's proof can be found as theorem 2.ii in [14]. As it stands it is correct had it only been claimed to hold for $\mathbf{R M}_{3}$ rather than for $\mathbf{R D} .^{10}$ Yang notes that the axioms of RD are all true on every interpretation over the $\mathbf{R M}_{3}$ algebra, which is true, but insufficient for deriving the wanted conclusion. Yang assumes that $A$ and $B$ are formulas which do not share any propositional variables and that either $\not_{\mathbf{R D}} \sim A$ or $\not_{\mathbf{R D}} B$. The goal, then, is to show that there is an interpretation in which $A \rightarrow B$ fails to be true, and therefore that $A \rightarrow B$ fails to be a theorem of the logic. The proof is split into three cases with all of them making the same mistake: from the assumption that $\not_{\mathbf{R D}} C$ to infer that there is a $\mathbf{R M}_{3}$-interpretation $I$ such that $I(C)=-1$. The proof, then, fails to provide an interpretation in which $A \rightarrow B$ fails to hold, and therefore also that $A \rightarrow B$ fails to be a theorem of RD.

Let's briefly look at an example where Yang's proof goes wrong: Let $A$ be the formula $r \wedge \sim r$ and $B$ the formula $\sim(p \rightarrow p) \rightarrow(q \rightarrow q)$, where $r$, then, is distinct from both $p$ and $q$. Now it is easy to verify that $\vdash_{\mathbf{R D}} \sim(p \rightarrow p) \rightarrow(q \rightarrow q)$ for distinct propositional variables $p$ and $q .{ }^{11}$ However, there are no $\mathbf{R M}_{3}$-interpretation $I$ such that $I(\sim(p \rightarrow p) \rightarrow(q \rightarrow$ $q))=-1$, nor any $I^{\prime}$ such that $I^{\prime}((r \wedge \sim r) \rightarrow(\sim(p \rightarrow p) \rightarrow(q \rightarrow q)))=-1$ since both these formulas are theorems of $\mathbf{R M}$ and so are both valid in the $\mathbf{R M}_{3}$-matrix.

This, then, reopens the question whether logics like $\mathbf{R D}$, as well as the other logics [14] calls "relevant fuzzy logics," do in fact satisfy (WVSP). Additionally, whether RUE satisfies (WVSP) is also an open question.

The heart of the error in Yang's proof is easily seen to be that the $\mathbf{R M}_{3}$-matrix is not a characteristic matrix of RD. Both Meyer's original

[^13]proof, as well as that shown forth in this paper rely on the logic in question having a characteristic matrix of a certain sort. As far as I know, neither RD nor RUE have been shown to have a characteristic matrix. As noted above, then, finding one with a propositional fixed-point would suffice to show that the logic in question satisfies (WVSP). Neither of the available WVSP-proofs, I should stress, indicate that such a characteristic matrix is required for the property to hold true, and so it might be possible to find a WVSP-proof which utilizes different properties. Alas, this paper must end inconclusively on this matter, but leaves both the status of a characteristic matrix and that of (WVSP) for both RUE and RD as interesting open questions for further research.

## 5. Summary

This paper has shown forth a certain algebraic structure which was used to prove Meyer's weakened version of the variable sharing property - that if $A \rightarrow B$ is a logical truth then either do $A$ and $B$ share a propositional variable, or both $\sim A$ and $B$ are logical theorems. It was shown that if a logic has such a structure as its characteristic matrix, then it satisfies Meyer's property. As a consequence of results by Meyer and Dunn for the logics $\mathbf{R M}$ as well as its odd-valued extensions $\mathbf{R M}_{2 n-1}$ (for $n \geq 1$ ), it was then shown that these logics have such algebraic structures as their characteristic matrices and therefore satisfy Meyer's property. The paper also showed that a proof of Meyer's property for the "fuzzy" extension of the relevant $\operatorname{logic} \mathbf{R}$ is incorrect.

Acknowledgements. I would very much like to thank Yaroslav Shramko and the anonymous reviewer for their engaging comments and suggestions which significantly helped to improve the content of this paper, as well as its presentation.

## References

[1] A. R. Anderson, N. D. Belnap, Entailment: The Logic of Relevance and Necessity, vol. 1, Princeton University Press, Princeton (1975).
[2] N. D. Belnap, Entailment and Relevance, Journal of Symbolic Logic, vol. 25(2) (1960), pp. 144-146, DOI: https://doi.org/10.2307/2964210.
[3] R. T. Brady, Completeness Proofs for the Systems RM3 and BN4, Logique et Analyse, vol. 25(97) (1982), pp. 9-32.
[4] J. Dugundji, Note on a Property of Matrices for Lewis and Langford's Calculi of Propositions, The Journal of Symbolic Logic, vol. 5(4) (1940), pp. 150-151, DOI: https://doi.org/10.2307/2268175.
[5] J. M. Dunn, Algebraic Completeness Results for $R$-Mingle and its Extensions, Journal of Symbolic Logic, vol. 35(1) (1970), pp. 1-13, DOI: https://doi.org/10.1017/S0022481200092161.
[6] R. K. Meyer, R-Mingle and Relevant Disjunction, Journal of Symbolic Logic, vol. 36(2) (1971), p. 366, DOI: https://doi.org/10.2307/2270323.
[7] T. F. Øgaard, Non-Boolean Classical Relevant Logics II: Classicality Through Truth-Constants, Synthese, vol. 199 (2021), pp. 6169-6201, DOI: https://doi.org/10.1007/s11229-021-03065-z.
[8] G. Robles, The Quasi-Relevant 3-Valued Logic RM3 and some of its Sublogics Lacking the Variable-Sharing Property, Reports on Mathematical Logic, vol. 51 (2016), pp. 105-131, DOI: https://doi.org/10.4467/ 20842589RM.16.008.5285.
[9] G. Robles, J. M. Méndez, A Companion to Brady's 4-Valued Relevant Logic BN4: The 4-Valued Logic of Entailment E4, Logic Journal of the IGPL, vol. 24(5) (2016), pp. 838-858, DOI: https://doi.org/10.1093/jigpal/jzw011.
[10] E. Schechter, Equivalents of Mingle and Positive Paradox, Studia Logica, vol. 77(1) (2004), pp. 117-128, DOI: https://doi.org/10.2307/20016611.
[11] J. Slaney, MaGIC, Matrix Generator for Implication Connectives: Release 2.1 Notes and Guide, Tech. Rep. TR-ARP-11/95, Automated Reasoning Project, Australian National University (1995).
[12] J. K. Slaney, Computers and Relevant Logic: A Project in Computing Matrix Model Structures for Propositional Logics, Ph.D. thesis, Australian National University (1980), DOI: https://doi.org/10.25911/ 5d7396e3ab2c0.
[13] E. Yang, $R$ and Relevance Principle Revisited, Journal of Philosophical Logic, vol. 42(5) (2013), pp. 767-782, DOI: https://doi.org/10.1007/s10992-012-9247-1.
[14] E. Yang, Substructural Fuzzy-Relevance Logic, Notre Dame Journal of Formal Logic, vol. 56(3) (2015), pp. 471-491, DOI: https://doi.org/10. 1215/00294527-3132824.
The Weak Variable Sharing Property ..... 99
Tore Fjetland Øgaard
University of Bergen
Department of Philosophy
Postboks 7805, 5020 Bergen
Bergen, Norway
e-mail: Tore.Ogaard@uib.no

## Submission Guidelines

Manuscripts Papers submitted to the $B S L$ should be formatted using the BSLstyle $\mathrm{IA}_{\mathrm{E}} \mathrm{X}$ class with the manuscript option loaded, which can be downloaded at https://czasopisma.uni.lodz.pl/bulletin/libraryFiles/downloadPublic/603. All prospective authors should read the "Instructions for authors" file included in the style files folder and follow the guidelines included there. Abstract and keywords are compulsory parts of each submission as they will be used in the $B S L$ online search tools. Mind that an abstract should contain no references and the list of keywords should consist of at least 3 items. It is also recommended that each author having an ORCID number provides it in the .tex source file. Authors who are unable to comply with these requirements should contact the Editorial Office in advance.

Paper Length There is no fixed limit imposed on the length of submitted papers, however one can expect that for shorter papers, up to 18 pages long, the Editorial Board will be able to reduce the time needed for the reviewing process.

Footnotes should be avoided as much as possible, however it is not disallowed to use them if necessary.

Bibliography should be formatted using BIBTEX and the BSLbibstyle bibliography style (to be found in the style files folder). It is essential that to each bibliography item a plain DOI number (i.e., not a full link) is attached whenever applicable. If a submitted paper is accepted for publication, the author(s) should provide the bibliography file in the .bib format among other source files. For more details on bibliography processing the authors are referred to the "Instructions for authors". Authors unfamiliar with BIBTEX are advised to familiarize themselves with this short tutorial (https://www.overleaf.com/blog/532-creating-and-managing-biblio-graphies-with-bibtex-on-overleaf) or video tutorial (https://www.overleaf.com/learn/latex/Questions/How_to_include_a_bibliography _using _bibtex) on managing bibliographies with BIBTEX.

Affiliation and mailing addresses of all the authors should be included in the $\backslash$ Affiliation and $\backslash$ AuthorEmail fields, respectively, in the source .tex file.

Submission When the manuscript is ready, it should be submitted through our editorial platform, using the the «Make a Submission» button. If the paper is meant to be included in a special issue, the appropriate section name should be selected before submitting it. If the paper is regular, the authors can indicate the editor they would like to supervise the editorial process or leave this decision to the Editorial Office by leaving the "Comments for the Editor" section blank. For the duration of the whole editorial process of the manuscript it must not be submitted for review to any other venue.

Publication Once the manuscript has been accepted for publication and the galley proof has been revised by the authors, the article is given a DOI number and published in the Early View section, where articles accepted for publication and awaiting assignment to an issue are made available to the public. The authors will be notified when their article is assigned to an issue.

Copyright permission It is the authors' responsibility to obtain the necessary copyright permission from the copyright owner(s) of the submitted paper or extended abstract to publish the submitted material in the $B S L$.


[^0]:    ${ }^{1}$ In [5] one can also see the relationship between the reflexive Kan complexes and syntactic homotopic $\lambda$-models, conceptually introduced in [4], analogously to the semantics of the classic $\lambda$-calculus; same for the relationship between complete partial orders (c.p.o.'s) and syntactic $\lambda$-models.

[^1]:    Presented by: Michał Zawidzki
    Received: September 9, 2022
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[^2]:    ${ }^{1}$ While providing the definitions and discussing examples, we employ a rather general notion of a logic. But in the last section of the paper when we provide the algebraic characterization, we adopt the Andréka-Németi-Sain approach [3, 1], cf. [20, 17, 18] which focuses on the semantic aspects of logics. The more mainstream Blok-Pigozzi framework (cf. [8, 10, 29, 9] and Czelakowski [14]) seems not to be (directly) applicable as in that approach the focus is rather on the relation $\vdash$ between sets of formulas and is missing the general notion of models.

[^3]:    ${ }^{2}$ Thus, $\mathfrak{M} \models \phi$ is what is standardly called "global truth" in modal logic (cf. [7, Def.1.21]).

[^4]:    ${ }^{3}$ That is, there are similarity types for which the $n$-variables fragment of first-order logic does not have the Craig interpolation. [5, Theorem 3.5.1] shows the failure of interpolation with monadic predicates; [4] shows that interpolation still fails with one

[^5]:    binary and two unary relation symbols. With only two non-logical symbols the question is open. The cases $n=0$ and $n=1$ can basically be reduced respectively to propositional logic and modal logic $S 5$; both have the Craig interpolation property. Cf. p. 107 in [3].
    ${ }^{4}$ We would like to thank László Csirmaz for a similar idea.

[^6]:    ${ }^{5}$ We would like to thank the anonymous referee for suggesting us to mention such possible further directions.
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[^8]:    ${ }^{1}$ I am very grateful to Yaroslav Shramko who pointed out that my original proof was quite similar to that given in [9].
    ${ }^{2}$ The first axiom is sometimes called the axiom of unrelated extremes, hence the name $\boldsymbol{R} \boldsymbol{U} \boldsymbol{E}$, whereas $(A \rightarrow B) \vee(B \rightarrow A)$ is often called Dummett's axiom, hence the name $R D$.

[^9]:    ${ }^{3}$ See [13] for a different approach, and $[7, \S 6]$ for a discussion.

[^10]:    ${ }^{4} \mathbf{R M}_{3}$ is often axiomatized as $\mathbf{R M}$ augmented by the axiom $A \vee(A \rightarrow B)$. That these axiomatizations, then, are equivalent, follows from Dunn's result, and Brady's result in [3] that $\mathfrak{S}_{3}$ is characteristic also for $\mathbf{R M}_{3}$ axiomatized with the other axiom.
    ${ }^{5}$ Dunn, modifying an example by Meyer, showed that $\mathfrak{S}_{\mathbb{Z}}$ is not strongly characteristic for RM. Thus RM is not strongly complete with regards to interpretations over $\mathfrak{S}_{\mathbb{Z}}$. He showed, however, that the Sugihara matrix over $\mathbb{Q}$ is strongly characteristic for RM (cf. [5, p. 12]).

[^11]:    ${ }^{6}$ Dunn, however, stated that (WVSP) fails to hold for $\mathbf{R M}_{1}$ (cf. [5, cor. 5]). This is evidently incorrect since $\vdash_{\mathbf{R M}_{1}} A$ for every formula $A$.
    ${ }^{7}$ Meyer's proof can be found as $R M 84$ in [1, p. 417].
    ${ }^{8}$ I should also mention that Robles' gave in [8] a proof that $\mathbf{R M}_{3}$ satisfies (WVSP) which also uses the same type of approach as in [9]. That proof, however, contains a regrettable flaw. The following (nitpickingly) explains the error:

    Robles' proof is a proof by contradiction wherein it is assumes (1) that $\vdash_{\mathbf{R M}_{3}} A \rightarrow B$, and (2) that $A$ and $B$ are such as to share no propositional variable, yet (3) either $\zeta_{\mathbf{R M}_{3}} \sim A$ or $\zeta_{\mathbf{R M}_{3}} B$. The heart of her error is that she takes the latter assumption to yield that there are interpretations $I$ and $I^{\prime}$ over the $\mathbf{R M}_{3}$ matrix such that either $I(\sim A) \notin \mathcal{D}$ or $I^{\prime}(B) \notin \mathcal{D}$. The proof is then split into two cases with the latter one left to the reader. In the first, however-where $I(\sim A) \notin \mathcal{D}$ is the leading assumption-she uses both $I$ and $I^{\prime}$ to construct an interpretation $I^{\prime \prime}$ which is such that $I^{\prime \prime}(A \rightarrow B) \notin \mathcal{D}$ where the fact appealed to is that $I(A)=1$ and $I^{\prime}(B)=-1$. The existence of $I$, however, is conditioned upon $\vdash_{\mathbf{R M}_{3}} \sim A$ being the case, and the existence of $I^{\prime}$ is similarly conditioned upon $\vdash_{\mathbf{R M}_{3}} B$ being the case, and so unless both these hold, one cannot assume that both $I$ and $I^{\prime}$ exist.

[^12]:    ${ }^{9}$ A further cause for thinking that making Meyer's translation-approach work for other logics will be difficult is the fact that the propositionally closed substructure $\{-1,1\}$ of $\mathfrak{S}_{\mathbb{Z}^{*}}$ contains the values any assignment function must assign to the Ackermann constant $\mathbf{t}$ and its negation $\mathbf{f}$. The Ackermann constant is axiomatized using the axioms $\mathbf{t}$ and $\mathbf{t} \rightarrow(A \rightarrow A)$. A characteristic matrix for a logic will suffices for showing that $\mathbf{t}$ can be added conservatively, and so one might hope that $\{I(\mathbf{f}), I(\mathbf{t})\}$ would be the needed propositionally closed substructure of a characteristic matrix for, say, RD as well. However, it cannot be a propositionally closed substructure of the characteristic matrix for any logic weaker than $\mathbf{R M}$ yet contained in $\mathbf{R}$ as it would require that $\mathbf{f} \rightarrow \mathbf{t}$ be a logical theorem of the logic, and adding $\mathbf{f} \rightarrow \mathbf{t}$ as a logical axiom to $\mathbf{R}$ yields the logic $\mathbf{R M}(\mathbf{f} \rightarrow \mathbf{t}$ yields in $\mathbf{R} \sim(A \rightarrow B) \rightarrow(B \rightarrow A)$ (cf. [12, p. 33]), which yields the mingle axiom $A \rightarrow(A \rightarrow A)$ if added to $\mathbf{R}$ (cf. [10, pp. 122f])). Thus the propositionally closed substructure needed to make Meyer's proof work cannot be identified as $\{I(\mathbf{f}), I(\mathbf{t})\}$ which makes the search for a suitable translation even harder.

[^13]:    ${ }^{10}$ I should note that Yang's definition of $\mathbf{R D}$-his name for it is $\boldsymbol{F R}$, "fuzzy $\mathbf{R}$ "is different in that Yang defines it as including the Ackermann constants $\mathbf{t}$ and $\mathbf{f}$ and defines $\sim A$ as $A \rightarrow \mathbf{f}$. If one only allows $\mathbf{f}$ to occur thus, it is easy to show, however, that the logics are theorem-wise identical. Yang also states the linearity axiom as $((A \rightarrow$ $B) \wedge \mathbf{t}) \vee((B \rightarrow A) \wedge \mathbf{t})$, but notes (cf. [14, prop. 2.iii.3]) that $(A \rightarrow B) \vee(B \rightarrow A)$ is a theorem of all the logics that he considers. Yang also defines the logics to have the fusion connective as a primitive one. In RD, however, it is definable using negation and the conditional, and so adding it yields a conservative extension. Lastly, I should also note that his proof is stated to hold not only for RD, but for eight different logics in total-see [14, def. 5]-amongst them RM and its distributionless variant. His proof does not hold for any of these logics for the same reason as it doesn't work for RD.
    ${ }^{11}$ A model is easily found using MaGIC-an acronym for Matrix Generator for Implication Connectives-which is an open source computer program created by John K. Slaney [11].

