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LABELED SEQUENT CALCULUS FOR ORTHOLOGIC

Abstract

Orthologic (OL) is non-classical logic and has been studied as a part of quantum
logic. OL is based on an ortholattice and is also called minimal quantum logic.
Sequent calculus is used as a tool for proof in logic and has been examined
for several decades. Although there are many studies on sequent calculus for
OL, these sequent calculi have some problems. In particular, they do not include
implication connective and they are mostly incompatible with the cut-elimination
theorem. In this paper, we introduce new labeled sequent calculus called LGOI,
and show that this sequent calculus solve the above problems. It is already
known that OL is decidable. We prove that decidability is preserved when the
implication connective is added to OL.

Keywords: quantum logic, sequent calculus, cut-elimination theorem, de-
cidability, Kripke model.

1. Introduction

Quantum logic has been studied in the context of orthomodular lattices.
An orthomodular lattice is an ortholattice that satisfyies the orthomodular
law. Logic based on an ortholattice is referred to as orthologic (OL) or
minimal quantum logic, whereas logic based on an orthomodular lattice
is referred to as orthomodular logic or quantum logic. In this paper, we
discuss OL with an appropriate implication connective. Ortholattices have
comparable Kripke semantics, that is, the ortho-model (O-model [1] [7] [8]).

A recurring problem in the study of quantum logic is the implication
problem. Negation and conjunction (and disjunction) are the basic con-
nectives in quantum logic because ortholattices and orthomodular lattices
can be considered with only these concepts. By contrast, the concept of
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implication is not unique, and there are several implications in quantum
logic [1]. However, all these implications are difficult to manage for various
reasons, and there is no unified opinion on which implication best suits
quantum logic. Among the implications, the most appropriate in quantum
logic is the Sasaki arrow A —g, B = —(A A —(A A B)) because the mean-
ing and behavior of this implication is useful for both quantum physics and
quantum logic [1] [3]. From the viewpoint of physics, A —g, B can be
translated as “B is true after a state is projected to closed subspace A.”
From the viewpoint of logic, the Sasaki arrow satisfies major requirements
for logical implication, for example, modus ponens.

However, regarding OL, the Sasaki arrow is not suitable because it does
not satisfy modus ponens in OL. We adopt strict implication A — B [1] in
place of the Sasaki arrow. Intuitively, A — B can be read as “if a state is
not orthogonal to the current state, and if A is true in that state, then B
is also true in that state.” Strict implication satisfies major requirements
for logical implication, including modus ponens. Strict implication cannot
be defined in terms of other logical connectives [1], which means that the
expressive power of OL increases as a result of the addition of strict impli-
cation. For these reasons, strict implication can be considered as the most
appropriate implication in OL. However, it has the disadvantage of lacking
a deduction system. In this paper, we overcome this lack, as explained
below.

Some deduction systems in OL are types of sequent calculi. However,
almost all sequent calculi for OL are incompatible with the cut-elimination
theorem. For example, the sequent calculus GO [7] has a cut rule, but
we cannot remove it. Conversely, GMQL [8] [9] does not have a (full)
cut rule. If a cut rule is added to GMQL, then it collapses to classical
logic. Sequent calculi for OL that satisfy the cut-elimination theorem were
proposed in [2]. However, it is difficult to add strict implication to this
calculi. In [2], Faggian and Sambin considered —p (p — L in this paper)
as an atomic formula. Because p — L is a special case of A — B, when we
attempt to add new rules for strict implication into this system, we have
to consider p — | and A — B separately. Therefore, even if we succeed in
making rules, the rules may be more complicated than necessary.

To overcome these problems, we need an advanced sequent calculus.
We adopt labeled sequent calculus, called LGOI in this paper, because this
type of calculus is compatible with implication. A labeled sequent includes
not only formulas but also relations based on a Kripke frame. This type
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of sequent calculus has been used to prove the cut-elimination theorem [4]
[5]. Details and the development of labeled sequent calculi are summarized
in [6]. In this paper, we construct LGOI and prove the soundness and
cut-free completeness theorem. The cut-elimination theorem is a corollary
of these theorems.

We also prove that LGOI is decidable. It is already known that the
validity problem for OL is decidable; that is, there exists an effective pro-
cedure to decide whether a formula is valid in O-models. In this paper,
we prove that the validity problem for OL with strict implication is also
decidable. Although the decidability of the validity problem for OL with
strict implication is derived from the decidability of LGOI using the com-
pleteness theorem, we first prove the former theorem for convenience.

In Section 2, we discuss the basics of OL. In Section 3, we discuss
LGOI and the soundness theorem for it. In Section 4, we discuss the
completeness theorem for LGOI and the decidability of orthologic with
strict implication.

2. Basics

We use a language that has a denumerable infinite set of propositional
variables, the propositional constant |, and the binary connectives A and
—. We use p,q,r,... to denote propositional variables and A, B,C, ... to
denote formulas. Formulas are constructed in the usual way. We use —A as
an abbreviation of A — 1. We take a countably infinite set to be the set
of labels, and use a,b, ¢, ... to denote the labels. We define the complexity
of formula A as the number of connectives that appear in A. For example,
the complexity of p A (g A7) is 3.

An O-frame is a pair (X, 1), where X is a non-empty set and L is
a binary relation on X that is irreflexive and symmetric. We abuse the
symbol L in two ways: as a relation and formula. For x € X and Y C X,
we write 2 LY if for all y € Y, 21ly. Given Y C X, we define the set Y+
= {z € X|zLY}. We say that Y is L-closed if Y+ =Y. We write z [ y
if not xly. As L is an irreflexive symmetric relation, we can regard / as
a reflexive symmetric relation on X.

LEMMA 2.1 (Fundamental properties of a L-closed set). For any set Y C

X, we have Y C Y+, For any set Y C X, the set Y* is L-closed. If
Y CX and Z C X are L-closed, then Y N Z is L-closed.
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PRrOOF: First, we prove the first claim. For all z € Y+ and for all y € Y,
yLx because of the definition of Y and symmetry of L. Therefore, Y C
{z € X|zlY+} =YLt

Next, we prove the second claim. Suppose that z € Y++L. From
Y C Y+t 21Y. Therefore, from z € Y+ and Y+ C Y- vyl =y,

Next, we prove the third claim. For the sake of contradiction, suppose
that there exists z € (Y N Z)++ such that * ¢ YN Z. Because YNZ C Y,
for all y € Y+, y L (Y N Z). Therefore, Y+ C (Y N Z)L. For the same
reason, Z+ C (YNZ):. Fromx ¢ YNZ, 2 ¢ Y orx ¢ Z. Suppose x ¢ Y.
From Y = Y11, there exists y € Y such that  f y. However, from
yeYt C(YNZ)t and 2 € (YN Z)+L, xly. This is a contradiction.
Suppose z ¢ Z. Then, the same proof that have been described can be
applied. O

An O-model is a triple (X, L, V), where (X, 1) is an O-frame, and V is
a function that assigns each propositional variable p to a 1-closed subset
of X. We define set ||A]| by induction on the composition of A as follows:

lpll =V (p),

|AA B[ = [Al 0Bl

|A— B||={z e X|forallye X,ifx L yand y € ||A||, then y € ||B|| },
L] =0.

We say that a formula A is true at z € X if x € |4, and write x = A.
We say that a formula A is false at € X if A is not true at x.

It is easy to check that ||[A — 1| is equal to ||A||*(= ||=A4] in [7] [8]).
THEOREM 2.2. For all ||A||, the set ||A|| is L-closed.
PRrROOF: We prove this by induction on the construction of formula A.

For atomic formulas, it is obvious from the definition.

Suppose A = B A C. From the inductive hypothesis, ||B|| and ||C|| are
L-closed. Then, from Lemma 2.1, | BAC| = ||B||N||C|| is L-closed.

Suppose A = B — C. Since ||[B — C|| is equal to (||B|| N (X \ [|C]))*,
from Lemma 2.1, ||B — C|| is L-closed. O

A labeled formula is defined as a : A, where a is a label and A is a
formula. We use I', A, X ... to denote sets of labeled formulas. We say
that label a appears in I'" if a : A is included in I" for some A. We define a
relational expression as a £ b (a and b are any labels).

A labeled sequent is defined as {R}I" = A, where {R} is a set of
relational expressions, all {R}, I', and A are finite sets. We say that label
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a appears in set {R} if a £ b or b L a is included in {R} for some b.
We use {R} to denote the set of all labels that appear in {R}. We use
({R}I" = A)r to denote the set of all labels that appear in {R}I" = A.
We define {R,a [ b} ={R}U{a L b}.

An embedding of a labeled sequent {R}I" = A in an O-model (X, L, V)
is a function E from ({R}I" = A) to X that satisfies the following con-
dition:

Ifa £ be{R}, E(a) =2, and E(b) =y, then z [ y.

We say that a labeled sequent {R}I" = A is true in (X, L, V) under an
embedding E if, whenever A is true at E(a) for all a: A € I', B is true at
E(b) for some b : B € A. We say that a labeled sequent {R}I" = A is false
in (X, 1,V) under an embedding F if {R}I" = A is not true in (X, L, V)
under E. We say that a labeled sequent {R}I" = A is valid in O-models if
{R}T" = A is true for all O-models and for all embeddings E.

An infinite labeled sequent is defined as {R}I" = A, where {R}, I,
or A is an infinite set, and the other conditions are the same as those for
labeled sequents. We say that labeled sequent {R'}I"" = A’ is a subsequent
of {R}I" = Aif {R}Y C{R},I" CI,and A’ C A.

3. Labeled sequent calculus LGOI

In this section, we discuss LGOI for OL with strict implication, and prove
the soundness theorem. LGOI is defined as follows, where the sets {R},
I', and A are finite:

Axiom:
{Rla:A=a:A {R}a: 1=
Rules:
{R}II'=>Aa:A {R}a:AT=A .
(R = A (cut)
{R}['= A (wL) {R}['= A (wR)

{R}a: A, ' = A

{R}a:A,a:B, I = A
{R}a: ANB, I = A

{R}[= A,a: A

{R}II'=>A,a: A {R}[ = A/a:B
{R}I' = A,a: AAB

(AL) (AR)
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{Rya L b} = Ab: A {R,a,l/_b}b:B,F:A(
{Rya fbta:A— B, I'= A
{R,a b} b: A, T = Ab: B
{R}'=A,a:A— B
{R,a L b} b:—p = A
{R} I'=A,a:p
{R,a f a} = A {R,a L b,b fa}l = A
(Ref)®)
{R}I'= A {R,a LV} = A

— L)

(—R)®

()

(Sym)

(R} = A
{R,a L b} = A

(wRe)

(1) In rules (— R) and (=), b must not appear in {R}, I', and A.
(2) In rules (Ref), a must appear in {R}, I', or A.

An example of the derivations in LGOI is provided below. We can
confirm that sequent A,B = —(C A =(A A B)), which is not provable
without rule (cut) in [7], is now provable without (cut) in LGOL.

{atbbLata:A=a: A
{atbbfata:Aa:B,b:C=a:Ab: L

(wL) x2, (wR) x1

{a Lbbfata:B=a:B
{a Lbbfa}a:Aja:Bb:C=a:Bb: L
{atbbfata:Aa:B,b:C=a:AANBb: L

(wL) x2, (wR) x1
(AR)

{a LbbLata: L=
{a fbbfa}a:Aa:B,a: L,b:C=0b:1 (wL) %3, (wR) x1
{atbbfata:Aa:B,b:Cb: 2(AANB)=b:1 (=L)
{a Lbbfata:Aa:Bb:CAN=(AANB)=0b:1 (AL)
(e lbla: Aa:BbOA(AND) b1 vm)
(o Ada Boa:Craang)

Before the proofs of the soundness theorem, we make remarks on rule
(). Unfortunately, rule (—) does not satisfy the subformula property,
where the property means that each labeled formula a : A in the premise
of a rule is a subformula of a labeled formula in the conclusion of the rule.



Labeled Sequent Calculus for Orthologic 223

Without this rule, it is difficult to make complete labeled sequent calculus
(using [ as relations) of OL that satisfies the cut-elimination theorem for
reasons stated below.

If (=) is removed from LGOI-{(cut)}, we cannot prove {R}a : == (p A
q) = a : p, which is provable in LGOI-{(cut)}. From the shape of the
formulas in {R}a : =—(p A q) = a : p and the subformula property of
LGOI-{(cut), (m)}, if {R}a : ==(p A q) = a : p is provable, then the
axioms of the proof must be {R'}a : p = a : p. However, we can check that
regardless of how we reverse the deduction from {R}a : =—(p A q) = a: p,
we cannot reach {R'}a : p = a : p. Therefore, this sequent is not provable
in LGOI-{(cut), (—)}. If we can use (—), then {R}a: -—(pAgq) = a:pis
provable, as shown below.

{aLtbbfclc:p=c:p (wL)
{a LbbLc}e:pcig=c:p {a Lbbfcle: L=
{aLbbfclc:pAhg=c:p (AL) {a Lbbfcle:Lic:phg=
{a Lbbfce:pAgb:—p=

(wl)
(=L)

{a Lbbfce:pAgb:—p=>c: L E‘:E; {a Lb}b: L= (w)
{a Lb}b:-p=b:-(pAq) {a L b}b: Lb:—p= (L)
{a Lb}a:—-—(pAg),b:—p= =)

{}a:=(pAg),=a:p

Furthermore, {R}a : =—(p A ¢) = a : p has no proof in LGOI-{(cut)}
that all deductions are subformulaic. Because we have to use rule (=) to
prove this sequent, —p must appear somewhere in the proof. However, as
—p is not a subformula of =—(p A q) or p, there exist some deductions that
are not subformulaic in the proof of {R}a : == (pAgq) = a: p.

In the proof of the cut-free completeness theorem, we need rule (—) to
establish the falsity of p in a canonical model, as we show in the proof of
Lemma 4.1. The falsity of p depends on not only p but also —p because of
the nature of a L -closed set; that is, in an O-model (X, L, V), p is false at
x € X if and only if there exists y € X such that y € ||-p|| and = £ y.

Moreover, we can show that rule (—) corresponds to condition “L-
closed” of O-models. We define a pseudo-O-model as (X, L, V"), where the
definitions of X and L are the same as those of an O-model, and V' is a
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function that assigns each propositional variable p to a subset of X; that
is, V'(p) does not need to be a L-closed set. Then, LGOI-{(cut), (=)} is
sound and complete with respect to pseudo-O-models (Theorem 4.4).

To conclude, rule (=) is necessary to prove the cut-free completeness
theorem; however, it destroys the subformula property. Thus, a natural
question arises: Does a labeled sequent calculus for OL that satisfies the
subformula property exist? This is an interesting open problem.

Now, we prove the soundness theorem.

THEOREM 3.1 (Soundness theorem for LGOI). If {R}I" = A is provable
in LGOI, then {R}I" = A is valid in O-models.

PROOF: We prove this by induction on the construction of the proof of
sequent {R}I" = A. We only prove the cases for which the last rule used
in the proof is (— L), (= R), (Ref), or (Sym). The proofs for the other
cases are similar. The proof for (=) is the similar to that for (— R) because
Ipll = =l = I-p — L]

First, we show the case in which the last rule is (— L). Suppose that
{R,a f bla : A —» B, I’ = A is false in an O-model (X, L,V) under
embedding E. Then, A is false at E(b) or B is true at E(b). Therefore,
{R,a L b} = A,b: Ais false under E or {R,a L b}b: B,I" = A is false
under E.

Next, we show the case in which the last rule is (— R). For the sake of
contradiction, suppose that {R,a £ b}b: A, " = A b: B is valid and that
{R}[' = Aja: A — B is false in (X, L,V) under E. Then there exists
x € X such that E(a) £ x and A is true at = but B is not true at x. If
we define E' as E U {(b,x)}, then {R,a L b}b: A, I' = Ab: B is false
in (X, L,V) under E’. This is a contradiction. Therefore, {R}I" = A,a :
A — B is valid.

Next, we show the case in which the last rule is (Ref). Because relation
L in an O-model is reflexive and a appears in {R}I" = A, {R,a [ a}I =
Aand {R}I" = A have the same embeddings. Therefore, if {R,a L a}I" =
A is valid, then {R}I" = A is also valid.

Next, we show the case in which the last rule is (Sym). Because the
relation / in an O-model is symmetric, {R,a £ b,b [ a}I’ = A and
{R,a L b}I" = A have the same embeddings. Therefore, if {R,a £ b,b [
a}l’ = A is valid, then {R,a £ b}I" = A is also valid. m|
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4. Completeness theorem for LGOI

In this section, we prove the cut-free completeness theorem for LGOI, and
also prove that orthologic with strict implication is decidable.

For the cut-free completeness theorem, we prove the contrapositive;
that is, if the labeled sequent {R}I" = A is not provable in LGOI-{(cut)},
then there exists a model (X, L,V) and embedding F of {R}I" = A to
(X,L1,V)suchthat {R}I" = Ais false in (X, L, V) under E. We construct
a canonical model (X, L., V,) from an unprovable sequent {R}I" = A by
creating new labels and relations while preserving unprovability. We denote
these changes in the sequent by {R}olo = Ao(={R}[ = A),{R}1[1 =
Al, ey {R}zpz = Ai7 {R}i+lpi+l = Ai+17 .

Suppose that {R}I" = A is not provable in LGOI-{(cut)}.

Step 1: We make a new sequent by applying the following procedure until
the sequent does not change.

o Ifa: (AAB) € I';, then we define I';1; =I'; U{a : A,a : B}
Ai+1 = Az and {R}i+1 = {R}z Sequent {R}7;+1Fi+1 = AiJr]
is not provable because of rule (AL).

e Ifa: (AAB) € A, then at least one of {R};[; = A;,a: A
and {R};I"; = A;,a : B is not provable because of rule (AR).
We define A; 11 = A;U{a: A} or A;U{a : B}, which preserves
unprovability. In either case, we define I';1 = I'; and {R};+1 =
{R};.

eIfa:(A— B)el;and a £ be {R}, then at least one of
{R}:[; = A;,;b: A and {R};I';,b: B = A; is not provable
because of rule (—L). We define I';y; = I';U{b: Bla £ b€ {R}
and {R};I;,b: B = A; is not provable } and A;1; = A; U{b:
Ala £ b e {R} and {R};,I"; = A;,b: A is not provable }. In
each case, we define {R};11 = {R};.

e Ifa:(A— B) e A; and we have not executed this procedure
on this formula, then we take label b that does not appear in
{R}7F,L = AZ and define FZ‘+1 =1;U {b : A}, A7;+1 = Ai U {b :
B} and {R}i41 = {R,a L b};. The sequent {R};iy1lir1 =
A, 11 is not provable because of rule (—R).

Note that we can add only one label b for a : (A — B) € A; because
of the condition. As all of these procedures decrease the complexity
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of the formulas, this procedure ends at some point. We then go to
Step 2.

Step 2: We define a new sequent by applying the following procedure until
the sequent does not change.

eIfa : p e A; and we have not executed this procedure on
this formula, then we take label b that does not appear in
{R}zpz = Az and define Fi+1 =1I,;U {b : ﬁp}, Ai+1 = Az
and {R};+1 = {R,a [ b};. Sequent {R}; 11111 = A;41 is not
provable because of rule (-).

e If label a appears in {R};I"; = A; and if a [ a is not included
in {R}i, then we define {R}i+1 = {R, a .,K CL}Z‘, Fi+1 = FZ
and A;11 = A;. Sequent {R};+11"+1 = A;+1 is not provable
because of rule (Ref).

e If a / bisincluded in {R}; and if b £ a is not included in {R};,
then we define {R};11 = {R,b L a};, ['iy1 = s and A;1q = A;.
Sequent {R};+11i+1 = A;41 is not provable because of rule
(Sym).

This step ends at some point because the number of labels and propo-
sitional variables that appear in {R};,I"; = A; are finite. We now re-
turn to Step 1 because new labels and relations are created in Step 2.

We say that an infinite labeled sequent is not provable if all finite subse-
quents are not provable We deﬁne the inﬁnite labeled sequent {R}.I". =

Acas {R}. = U {R};, .= U I'iand A, = U A;; that is, this sequent is

the limit of Step 1 — Step 2 % Step 1— Step 2 — .... The nature of the

above procedure confirms that this infinite labeled sequent is not provable.

That is, for all finite subsequents {R}'I" = A’ of {R}.[. = A., there

exists i such that {R} C {R};, I" C I';,; and A" C A;. f {R}'T" = A’ is

provable, then {R};I"; = A; is provable because of (wL), (wR), and (wRe).
We define canonical model (X, L., V) for {R}[" = A as follows:

c = ({R}C)Lv
Le=A{(a,b) | a L b {R}},
Ve(p) ={ala:pel}+.

From Lemma 2.1, set ||p|| is L-closed for all p in (X, L., V.). From
Step 2, L. is irreflexive and symmetric. Therefore, (X,, L., V.) is actually
an O-model.
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We cannot use the natural definition {a | a : p € I'.} for V.(p) because
{a | a:pe€ .} may not be a L-closed set. Because Y C Y11 there may
be exist a € X, such that a € V.(p) and a : p ¢ I'.. This feature does not
cause problems, as shown in Lemma 4.1; that is, there is no a € X, such
that a € Vp(p) and a : p € A,.

We define embedding E. of {R}I" = A to (X, L., V.) as E.(a) = a.
LEMMA 4.1. Ifa: A€ I, then A is true ata € X.. Ifa: A€ A., then A
is false at a € X.. Therefore, {R}I"= A is false in (X., L., V) under E..

PROOF: We prove this lemma by induction on the construction of the
labeled formulas in I'. and A.. Suppose that a : p € I'.. Then, from the
definition of V. and Lemma 2.1, we have a € ||p||. Suppose that a : p € A..
From Step 2, there exists label b that satisfiesb: -p € I'. and a [ b € {R}..
If there exists some label ¢ that satisfies b £ ¢ € {R}. and ¢ : p € I, then
{R}:I'; = 4, is provable for some i because {R,b Y c}['U{b: —p,c:p} =
A is provable. This is a contradiction. Therefore, if b : —p € I'., then
be{ala:pel}t={a|a:pe .}t = |-p| by the definition of V..
and Lemma 2.1. Therefore, a ¢ ||p||.

Suppose that a: ANB € I'.. From Step 1l,a: A€ ';anda:BeTl..
From the induction hypothesis, A and B are true at a € X.. Therefore,
AN B is true at a € X..

Suppose that a: AANB € A.. From Step 1, a: A€ A ora: B € A,..
From the induction hypothesis, A or B is false at a € X.. Therefore, ANB
is false at a € X..

Suppose that a : A - B € I'.. From Step 1, b: A€ A.orb: Be I,
for all labels b such that a Y b € {R}.. From the induction hypothesis,
A is false at b € X, or B is true at b € X.. Therefore, A — B is true at
a€ X,

Suppose that a : A — B € A.. From Step 1, there exists a label b
such that a £ b € {R}., b: A€ I'.and b: B € A.. From the induction
hypothesis, A is true at b € X, and B is false at b € X.. Therefore, A — B
is false at a € X.. O

THEOREM 4.2 (Cut-free completeness theorem for LGOI). If {R}I = A
is valid in O-models, then {R}I" = A is provable in LGOI without rule
(cut).

PrOOF: From Lemma 4.1, if {R}I" = A is not provable in LGOI-{(cut)},
then there exists an O-model (X, 1,V) and embedding F such that
{R}I" = A is false in (X, L, V) under E. O
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THEOREM 4.3 (Cut-elimination theorem for LGOI). If {R}[ = A is
provable in LGOI, then there exists a proof of {R}[" = A that does not
include rule (cut).

Proor: Corollary of Theorem 3.1 and Theorem 4.2. a

THEOREM 4.4 (Soundness and completeness theorems for LGOI-{(cut),
(m)}). A labeled sequent {R}I" = A is provable in LGOI-{(cut), (=)} if
and only if {R}I" = A is valid in pseudo-O-models.

PROOF: For the soundness theorem, because we did not use the notion of
a 1 -closed set in the proof of Theorem 3.1 except for rule (=), we can use
the same proof.

For the completeness theorem, we can make a canonical model for
{R}I" = A by applying all procedures in Step 1 and procedures for (Ref)
and (Sym) in Step 2. We use {a | a:p € I'.} for V/(p). Then, we can use
almost the same proof as that of Lemma 4.1; however, it is much easier
because we do not need to be concerned about |-closedness of sets. O

We can now prove that the validity problem for OL with strict im-
plication is decidable using the completeness theorem. We can check the
provability of labeled sequent {} = a : A by checking whether a canonical
model for {} = a: A exists. We can construct a canonical model that is es-
sentially equivalent to (X, L., V;) in a finite number of steps. We execute
the same procedure to construct {R};I"; = A; but we stop the procedure
at some 1.

Suppose that label b is included in {R}; in the procedure for construct-
ing a canonical model for {} = a : A. We say that the degree of label
b for a is n(> 2) in {R}; if there exist labels ¢;,ca,...,cn—1 such that
afecy,e1 Lo, ... en—1 L bare included in {R}; and a,b,c1,¢2,...,Cno1
are distinct labels. We define the degree of @ as 0, and if a £ b € {R};, then
we define the degree of b(# a) as 1. The degree of a label is uniquely de-
termined because we can confirm that there is no confluence (or loop) such
as do 7[ dl,dl 7[ dg,...,dm_l ,K d,do ,K €1,€1 7.{ €2,...,€En—-1 7K d (m 7’5 ’I’L)
in {R};, where dy,dy,...,dm-1,d,€1,...,e,_1 are distinct labels. Further-
more, the degree is well-defined for all labels included in {R}; because any
new label added in Step 1 or Step 2 is related to a label already included

We define set I'(b) as I'(b) = {A]b : A € I'}. Because the number
of subformulas of A is finite and the number of negations of propositional
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variables that appears in A is also finite, |I";(b) U A;(b)] is also finite. Fur-
thermore, from the same reasoning, there exists a smallest k such that if
k < i, then |I';(b) U A;(b)| = |I'k(b) U Ak(b)|. We say that b is already
maximal in {R};I"; = A, if ¢ is larger than such k.

THEOREM 4.5. There is an effective procedure that determines whether
formula A is valid in O-models.

PRrROOF: We show that we can stop the procedure to construct a canonical
model for {} = a: A.

Suppose that the complexity of A is n. If the degree of b is greater than
n in {R};, and if b : B is included in I'; or 4A;, then B is a propositional
variable or the negation of a propositional variable because all procedures
in Step 1 decrease the complexity of formulas, and Step 2 only creates the
negation of propositional variables.

Suppose that the degree of bis n, I;(b) ={p1,p2;- - - \Pt,7q1,7G2,- - - ;7 qu},
A;(b) = {r1,ra,...,ry,781,782,...,78y }, and b is already maximal. Note
that all g, are included in {ry,79,...,7,} because b is maximal. In Step 1,
we have to add b £ ¢, (1 <m < w) to {R}; for all m and add ¢, : s, (1 <
m < w) to I'; for all m. In Step 2, we have to add b £ d,,,(1 < m <) to
{R}; for all m and add d,,, : =7, (1 < m <) to I'; for all m. All ¢,,, and d,,
are new labels. Furthermore, in Step 1, we have to add ¢,,(1 < m < u) to
A; labeled by ¢, (1 < m < w) and d,, (1 < m < v), and we also have to add
At T (1 <m <) to A;. We denote this new sequent by {R};I"; = A;.

We prove that we can stop the process for labels ¢,, and d,,,. Although
all ¢y : gm € Aj and all dy, : g € A; request new labels in Step 2,
we do not need new labels because label b already has its role; that is,
because b : =gn, € I'; and b [ ¢, € {R};, and because of the procedure
for making symmetric relations in Step 2, the existence of b is sufficient to
prove Lemma 4.1. Similarly, although d, : r,, € A; requests a new label
in Step 2, we do not need a new label because label d,, already has its role.

Therefore, a label with a degree greater than n + 2 is not needed. Fur-
thermore, the number of labels related to a given label is finite because,
in the above procedure, one labeled formula can create at most one rela-
tion under the conditions of the procedure. Therefore, we can stop the
procedure from constructing a canonical model in a finite number of steps
without any loss of information.

Although there are multiple possibilities that depend on the choice of
Step 1 for A in A; and — in I';, because the number of formulas appearing
in a : A is finite, the number of procedures is also finite.
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If one of these finite procedures creates a canonical model, then we
conclude that {} = a : A is not provable and A is not valid. If these
finite procedures does not create a canonical model, then we conclude that
{} = a: A is provable and A is valid. O

For example, when we construct a canonical model for {} = a: (¢ —
p), the procedure in this paper adds a number of b, : p in 4A; (by Step 1),
by, : —pin I'; (by Step 2), and b,—1 £ b, in {R}; after some steps. We can
easily check that more than four labels are redundant.

{}=a:(¢—p)

J Step 1

{a Lbi}br:qg=a:(q—p)bi:p
J Step 2

{a La,by Lbi,by Lby,a L bi,by L a,by £ by, by L b1}ba:—p,by:qg=
a:(q—=p),b:p

J Step 1 and Step 2 (Processing from here is superfluous).

{a L a,by £ bi,by J by,b3 [ b3,a L by,by J a,by L by, ba L by,by [
bSub37‘Kb2}b3:"pab2:"pub1:q:>a:(q_>p)7b1 :p7b2 -p

I

THEOREM 4.6. LGOI is decidable. That is, there is an effective procedure
that determines whether labeled sequent {R}I" = A is provable in LGOI.

PROOF: We can use almost the same method as that in the proof of The-
orem 4.5; that is, we can stop the procedure from constructing a canonical
model for {R}I" = A in the same manner. We apply the notion of degree
to all labels that appear in {R}. We say that the degree of label b for
a € {R} is n(> 2) in {R}; if there exist labels ¢1,¢a,...,c,—1 such that
a)fci,e1 fea,...,cn—1 £ bareincluded in {R};, a,b,c1,co,...,cp—1 are
distinct labels, and b, ¢1, 2, ..., ¢p—1 do not appear in {R}. We define the
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degree of a € {R}y as 0, and if a £ b € {R}; and b ¢ {R}., then we define
the degree of b as 1.

Because the number of formulas that appear in I U A is finite and
the number of labels that appear in {R} is also finite, we can use the
same argument as that in the proof of Theorem 4.5. Although there is a
possibility that there is a confluence or loop in { R}, because the procedure
does not make a confluence or loop, and because of the definition of degree,
we can confirm that the proof is not affected by these conditions.

If one of these finite procedures creates a canonical model of {R}I" =
A, then we conclude that {R}I" = A is not provable. If these finite
procedures do not create a canonical model of {R}I" = A, then we conclude
that {R}I" = A is provable. a
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