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Abstract

It is well known that there is a correspondence between sets and complete, atomic
Boolean algebras (CABAs) taking a set to its power-set and, conversely, a com-
plete, atomic Boolean algebra to its set of atomic elements. Of course, such a
correspondence induces an equivalence between the opposite category of Set and
the category of CABAs.

We modify this result by taking multialgebras over a signature 3, specifically
those whose non-deterministic operations cannot return the empty-set, to CA BAs
with their zero element removed (which we call a bottomless Boolean algebra)
equipped with a structure of X-algebra compatible with its order (that we call
ord-algebras). Conversely, an ord-algebra over X is taken to its set of atomic
elements equipped with a structure of multialgebra over ¥. This leads to an
equivalence between the category of Y-multialgebras and the category of ord-
algebras over 3.

The intuition, here, is that if one wishes to do so, non-determinism may be
replaced by a sufficiently rich ordering of the underlying structures.

Keywords: multialgebras, ordered algebras, non-deterministic semantics.

Introduction

It is a seminal result (see [24] for a proof) that a correlation between sets
and complete, atomic Boolean algebras (CABAs) exists: a set is taken to
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its power-set, while a CABA is taken to its set of atomic elements. These
two assignments can be made into functors, giving rise to an equivalence
of Set” and CABA, the category with CABAs as objects.

This is part of a broader area of study, known as Stone dualities, which
studies relationships between posets and topological spaces and was estab-
lished by Stone (][22]) and his representation theorem, which states that
every Boolean algebra is isomorphic to a field of sets, specifically the alge-
bra of clopen sets of its Stone space (a topological space where points are
ultrafilters of the original Boolean algebra). Of course, this corresponds to
an equivalence between the category BA of Boolean algebras and that of
Stone spaces.

In the search of further such equivalences, we focus on a more concrete
one, associated to the one between Set®” and CABA in the sense that:
we look at an enriched category of sets on one side, namely a category of
multialgebras (multialgebras having been originally introduced by Marty
in [15] through the notion of hypergroups) over a signature ¥, obtained
by adding multioperations to Set; and on the other side, at a category
attained by equipping the objects of CABA with Y-operations compatible
with their orders. And reaching such an equivalence using the aforemen-
tioned most general definition of multialgebras on one side, and CABAs on
the other, is possible: indeed, we do so briefly on Section 5 as a corollary
of other of our results. But we choose to focus most of our efforts instead
on slightly distinct categories: we are most interested in non-partial mul-
tialgebras, where the result of an operation never returns the empty set.
Consequently, we exchange CABAs for posets corresponding to power-sets
with the empty-set removed (that is, CABAs without minimum elements,
that we call bottomless Boolean algebras). This way, a multialgebra, with
universe A, is taken to an algebra over the set of non-empty subsets of
A, with order given by inclusion and operations given by “accumulating”
the operations of the multialgebra, while conversely, a bottomless Boolean
algebras is taken to its set of atomic elements, transformed into a multial-
gebra.

In the area of research of non-deterministic semantics ([2]), specially
paraconsistent logics ([7]), this offers an alternative: many logicians are re-
luctant to appeal to multialgebras in order to characterize a given logic, and
the equivalence we here present shows one can, if one chooses to, replace
such non-deterministic structures with more classically-behaved algebras,
with an added underlying order. Furthermore, using bottomless Boolean
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algebras follows a trend: in logic, we are used to considering ordered alge-
braic structures without bottoms; for instance, implicative lattices, which
are bottomless Heyting algebras. The use of bottomless Boolean algebras
feels then justified because the definition of the functor between the cat-
egories is much simpler and seems to better correspond to the intuition
found in using non-deterministic semantics.

This paper is organized as follows: In the first section, we give the
definition of multialgebras we will use and introduce a brief characterization
of power-sets without the empty-set. In the second section, we introduce a
naive approach to what we would like to accomplish, and show why it fails.
In the third section, we introduce the categories for which our desired result
actually holds and the functors that will establish an equivalence between
them, which we detail in section four. The final section is reserved for
related results.

Preliminary versions of this paper can be found in the PhD thesis [23]
and in the preprint [11].

1. Preliminary notions

A signature is a collection ¥ = {¥,, },en of possibly empty, disjoint sets
indexed by the natural numbers; when there is no risk of confusion, the
union |J,,cy X will also be denoted by X.

A Y—multialgebra (also known as multialgebra) is a pair A =
(A,{o4a}sex) such that: A is a non-empty set and, for o € %,,, o4 is
a function of the form

oa: A" — P(A)\ {0},

where P(A) denotes the power-set of A. If 04(a@) is a singleton for every
o4 and @ € A™, then A is said to be deterministic, and can be identified
with a standard algebra.

A homomorphism between Y—multialgebras A = (A, {o4}sex) and
B = (B,{oB}sex) is a function h : A — B satisfying, for any n € N,
oc€¥,anday,...,a, € A,

{h(a):a €oalal,...,an)} Cog(h(ar),...,h(a)).

If the inclusion, in the previous equation, were to be replaced by an equal-
ity, the resulting h would be a full homomorphism; and a bijective full
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homomorphism is called an isomorphism. Whenever & is a homomorphism
from A to B, we write h : A — B. If both A and B are deterministic, then
h can be identified with a standard homomorphism between algebras.

1.1. Related approaches

Stone-like dualities in particular, and related categorial equivalences in gen-
eral, are a fertile ground for new results since their conception. Given mul-
tialgebras, at least when conceived as relational structures, have permeated
mathematics for a long time, it is natural that both concepts have in a way
or another interacted in the past.

The simple idea of taking a multialgebra (or a relational structure if one
wishes to be more general) and, from that multialgebra, constructing an
ordered algebra goes back at least to Dresher and Ore [13]: the constructed
algebra is usually referred to as a power algebra, complex, or global algebra.
An interesting analysis of this construction is found in Brink [5], which
however deals mostly with the broader notion of a relational algebra instead
of multialgebras per se; a, less studied, alternative to ordered algebras,
which attempt to capture inclusion, are the e-algebras of [8], that in turn
try to codify those properties of membership.

One can, however, also find examples of the procedure from which one
obtains the power algebra from a multialgebra being applied to the multial-
gebras we are more interested in, the non-partial ones. Pickett [20], Bruck
[6], Walicki and Meldal [25], and Breaz and Pelea [19] do precisely that,
although Pickett and Bruck appear to be more preoccupied with the ap-
plications of this notion to multigroups and, respectively, multiquasigroups
and multigrupoids.

And, despite the fact we use the same construction, not only none of
the aforementioned papers delve in the study of Stone-dualities or any re-
lated categorical equivalences, they use markedly different definitions of
homomorphisms (except Walicki and Meldal, that use no definition of ho-
momorphism as their work is mostly devoted to generalizing identities to
the context of multialgebras): more specifically, they use what some logi-
cians call in today’s literature full homomorphisms (see [7]); that is not
unexpected, since that definition is very appropriate when dealing with the
theories of multigroups and hyperrings, but not when dealing with Nma-
trices.
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Bosnjak and Madarész [4] also use power algebras of non-partial multi-
algebras, as long as one considers the obvious connection between the latter
and multigraphs, see [9] for a definition of this generalization of graphs (and
its applications to logic), and [10] for a few constructions of multialgebras
from multigraphs.

In one of the first papers dealing with multialgebras and duality, Han-
soul achieves in [14] results very similar to those we wish to obtain, but
for different multialgebras: specifically, he uses what some call nowadays
partial multialgebras, which are full relational structures; in other words,
the result of a multioperation may equal the empty set, and that makes
his analysis necessarily very different from ours, non-partial multialgebras
being preferred as semantics for non-classical logics (see [2] for the first
discussion on the use of non-partial multialgebras as semantic objects, and
[3] for the first discussion on the use of partial multialgebras). Nolan, in
his thesis ([18]), obtains more general results than Hansoul, taking into his
analysis both ordered algebras and Boolean algebras with operators, but
also restricts himself to partial multialgebras, giving again preference to
full homomorphisms.

To summarize, although the construction leading to power algebras, and
multialgebras have interacted before, this was done for the sake of these al-
gebraic structures themselves, or for applications within the realm of pure
mathematics, such as in the theory of hypergroups. The difference here lies
in the very basic structures we aim to deal with: we are using non-partial
multialgebras (that we take the liberty of addressing simply by multialge-
bras from here forward), together with a weak notion of homomorphism
that, although not specially useful for the study of, e.g., hypergroups, is
the standard when applying multialgebras to logics. And these profound
differences in the category to be analyzed lead to equally profound differ-
ences on how the method of producing power algebras behaves, suggesting
the use of what we chose to call bottomless Boolean algebras, as we now
set out to define.

1.2. Bottomless Boolean algebras

Here, we will understand Boolean algebras mostly as partially-ordered sets
(poset). A pair (4, <) is a Boolean algebra if: < is reflexive, anti-symmetric
and transitive; there are a maximum (denoted by 1) and a minimum (0),
which we shall assume distinct; for every pair of elements (a,b) € A2, the
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set {a, b} has a supremum, denoted by sup{a, b} or a Vb, and an infimum,
denoted by inf{a, b} or aAb; and every element a has a complement b which

satisfies
b=min{c € A:sup{a,c} =1}

and
b = max{c € A : inf{a,c} = 0}.

A Boolean algebra (A, <) is said to be complete if every S C A has a
supremum.

LEMMA 1.1. (i) Fvery Boolean algebra (A, <) is distributive, meaning

sup{a,inf{b, c}} = inf{sup{a, b}, sup{a, c}}

and
inf{a, sup{b, c}} = sup{inf{a, b}, inf{a,c}},

for any a,b,c € A;

(ii) every complete Boolean algebra (A, <) is infinite distributive, mean-
ing that for any SU {a} C A, sup{inf{a, s} : s € S} = inf{a,sup S} and
inf{sup{a, s} : s € S} = sup{a,inf S}.

An element a of a Boolean algebra (A, <) is said to be an atom if it is
minimal in A\ {0} according to <, which means that if b < a, then either
b=0or b =a. The set of all the atoms d such that d < a will be denoted
by A,. Finally, a Boolean algebra is said to be atomic if, for every one of
its elements a, a = sup A,.

Notice that complete, atomic Boolean algebras are power-sets, at least
up to an equivalence (of categories). In one direction, this equivalence takes
a Boolean algebra A = (A, <) to the power-set P(A;) of the set A; of all
its atoms, an element a € A\ {0} being mapped (by the associated natural
isomorphisms of the equivalence) to A,, and 0 to . Conversely, a set X
its taken by this equivalence to the complete, atomic Boolean algebra that
is the power-set of X, P(X). For more information, look at Theorem 2.4
of [24].

We would like to work with Boolean algebras that are, simultaneously,
complete, atomic and bottomless, meaning they lack a bottom element: this
seems a contradiction, given we assume Boolean algebras to have bottom
elements, but it can be adequately formalized.
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DEFINITION 1.2. Given a non-empty partially ordered set A = (A, <4),
we define A as the partially ordered set

(A U {0}7 §A0)7

where we assume 0 ¢ A, such that a <4, b if and only if:
(i) either a <4 b;
(ii) or a = 0.

DEFINITION 1.3. A non-empty partially ordered set A is a bottomless
Boolean algebra whenever Ag is a Boolean algebra; if Ay is a complete
or atomic, A is also said to be complete or atomic, respectively.

Notice that, since P () only has @) as element, for any complete, atomic
and bottomless Boolean algebra A4 we cannot have Ay = P (), given A
has at least one element and therefore Ao must have at least two. This
means complete, atomic and bottomless Boolean algebras correspond to
the power-set of non-empty sets with () removed.

DEFINITION 1.4. A partially ordered set (4, <) with maximum 1 is called
semi-complemented when for every a € A\ {1} there exists b € A, named
a complement of a, such that

b= min{c € A : sup{a,c} =1}

and
b = max{c € A : inf{a, ¢} does not exist}.

THEOREM 1.5. Consider the following properties a partially ordered set
A = (A, <) may have.

(i) It has a maxzimum element 1.

(ii) (A, <) is semi-complemented.

(iii) All subsets with two elements {a,b} of A have a supremum.

(iii)* All non-empty subsets S of A have a supremum.

(iv) Denoting by A, the set of minimal elements smaller than a, a =
sup A, .

If A satisfies (i), (ii) and (iii), it is a bottomless Boolean algebra; if A
satisfies (1), (i) and (iii)*, it is a complete bottomless Boolean algebra; and
if it satisfies (1), (ii), (ii)* and (iv), it is an atomic, complete Bottomless
Boolean algebra.
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PROOF: Suppose that A = (A,<4) is a partially ordered set satisfying
(i), (ii) and (iii). Since A is a partially ordered set, so is Ay from Defini-
tion 1.2. The maximum 1 of A remains a maximum in A, while 0 becomes
a minimum. For non-zero elements a and b, the supremum in A of {a, b}
remains the same as in A, while if a = 0 or b = 0 the supremum is simply
the largest of the two.

If @ or b are equal to 0, the infimum is 0, while if a,b € A there are two
cases to consider: if inf{a, b} was defined in A, it remains the same in Ay.
If the infimum was not defined in A, it must be 0 in Ap: indeed, inf{a, b}
certainly exists in Ag, given that is a Boolean algebra; and if it is not 0, it
is in A, being an infimum in this poset as well.

Every element a € A\{1} already has a complement b in A such that b =
min{c € A : sup{a,c} = 1} and b = max{c € A : inf{a, ¢} does not exist}.
Of course the first equality keeps on holding in Ay, while the second be-
comes, remembering that the non-defined infima in A become 0 in Ay,

b =max{c € A :inf{a,c} = 0};

the complement of 1 is clearly 0 and vice-versa. This proves that Ag is a
Boolean algebra, and so A is a bottomless Boolean algebra.

Suppose now A satisfies instead (i), (i) and (iii)*: since (iii)* implies
(iii), it is clear that A is a bottomless Boolean algebra; and, since A is now
closed under the suprema of any non-empty sets, and sup® = 0 in Ao, it
is clear that Ay is closed under any suprema.

Finally, if A satisfies (i), (ii), (iii)* and (iv), it is to begin with a complete
bottomless Boolean algebra; furthermore, clearly Ay remains atomic, since
A is atomic, what completes the proof that the previous list of conditions
imply A is a complete, atomic and bottomless Boolean algebra. O

THEOREM 1.6. The converses of Theorem 1.5 hold, meaning that: a bot-
tomless Boolean algebra satisfies conditions (i), (ii) and (iil); a complete
bottomless Boolean algebra satisfies conditions (i), (ii) and (iii)*; and an

atomic, complete bottomless Boolean algebra satisfies conditions (i), (ii),
(ii))* and (iv).

PRrROOF: Given a partially ordered set A, suppose Ag is a Boolean algebra.
(i) The maximum 1 of Ay is still a maximum in A.
(ii) Given any element a # 1, its complement b in 4y ends up being
also its complement in A. Clearly
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b= min{c € A :sup{a,c} =1}.

Now, inf{a, c} does not exist in A if, and only if, inf{a,c} = 0 in Ay: we
already proved that if inf{a,c} does not exist in A then inf{a,c} = 0 in
Ap, remaining to show the converse; if the infimum of a and ¢ existed in
A, it would equal 0 in Ay given the unicity of the infimum, contradicting
that 0 is not in A. This way, we find that in A

b = max{c € A : inf{a, c} does not exist},

as required.

(iii) The supremum of any set {a,b} of cardinality 2 in A is just its
supremum in Ag.

Suppose now A is a complete Boolean algebra.

(iii)* Then the supremum of any non-empty set in A is its supremum
in .Ao.

Finally, let Ap now be an atomic, complete Boolean algebra.

(iv) Clearly A being atomic implies .4 being atomic. O

PROPOSITION 1.7. If (A, < 4) is a complete, atomic and bottomless Boolean
algebra, for any S C A, if

S ={s €S :inf{a,s} exists} # 0,

then
sup{inf{a, s} : s € S*} = inf{a, sup S};

if S* = (), inf{a,sup S} also does not exist.

ProOOF: If S = (), this means that inf{a,s} = 0 for every s € S in A,
and therefore inf{a,sup S} = 0, so that the same infimum no longer exists
in A.

If S # (), all infima and suprema in sup{inf{a,s} : s € S*} and
inf{a,sup S} exist in A and are therefore equal to their counterparts in
Ag; given sup{inf{a,s} : s € S*} = sup{inf{a,s} : s € S} in Ay, since
s € S\ S implies inf{a,s} = 0, by the infinite-distributivity of Ay one
proves the desired result. O

The lesson to be taken from this short exposition is that a complete,
atomic and bottomless Boolean algebra is a power-set (of a non-empty
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set) with the empty-set removed. This will be important to us given our
multialgebras cannot return the empty-set as the result of an operation.

1.3. Tarski algebras and classical implicative lattices

Now, the use of bottomless Boolean algebras may seem an odd choice of
structures to take into consideration, given their proximity to Boolean al-
gebras, but there are two important reasons for that choice. First of all,
they are very natural when considering the multialgebras, as well as the ho-
momorphisms, typically found when studying non-deterministic semantics.
Second, this choice is not as odd as it may appear at first when considering
the vast diversity of algebraic structures that are required when dealing
with algebraic logic.

We then make a brief comparison of bottomless Boolean algebras with
two varieties of algebras, Tarski algebras and classical implicative lattices,
both designed to capture the behavior of some negation-free fragment of
classical logic: this likeness follows from the fact that, by ignoring the
empty-set, we are also, in a sense, considering a positive fragment of some-
thing when defining bottomless Boolean algebras. We start with Tarski
algebras. In the 1960s, J. Abbott [1] and A. Monteiro [16], with the aim
of capturing the implicational fragment of classical logic, independently
introduced and studied a class of implication algebras related to Boolean
algebras. The latter called them Tarski algebras in lectures delivered at
Universidad Nacional del Sur (cf. [17]), while the former called them impli-
cational algebras. These algebraic structures have only a binary connective
— and satisfy the following axioms (we use infix notation).

(i) (z =y sz=1

iz —=(y—=2)=y—(x—2);

(iil) (x = y) 2y =(y > x) > z.

Considering our previous commentary, the following result is perhaps
not entirely surprising.

THEOREM 1.8. Given a bottomless Boolean algebra A = (A, <), define

o sup{c,b} if a # 1, where ¢ is the complement of a;
a =
b ifa=1.

Then A, equipped with —, is a Tarski algebra.
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PRrROOF: Although this can be brute-forced, it is easier to see that a — b is
just the implication of the Boolean algebra Ay, restricted to its non-zero
elements: indeed, if a # 1, and c¢ is the complement of a, ¢ = —a and
sup{c,b} = -cVb;ifa =1, -a=0,and b =0V b= —1Vb. Notice that
—a V b can never be 0, if b # 0.

As every Boolean algebra is a Taski algebra, we are done. O

Ezample 1.9. Consider A = {a,b,c,1} and the following table for an im-
plication on A that gives us a structure A.

—>‘a b ¢ 1
a |l b ¢ 1
b la 1 ¢ 1
cla b 1 1
1 la b ¢ 1

This structure can be shown to be a Tarski algebra, but is not a bottomless
Boolean algebra: if it were, Ay would be a Boolean algebra with 5 elements,
what is impossible.

We can show even more: the structure in Example 1.9 is not a classical
implicative lattice either. To better explain what that means, a classical
implicative lattice, introduced in [12], is an algebra on the signature with
symbols V, A and — of arity 2, and 1 of arity 0, such that V, A and 1 make
of the structure a lattice with top element 1 (and the usual order, where
x <y iff xVy=y), and the following axioms are satisfied:

Nzry<zify<z— z

(i) (z =5 y) >z ==

As Tarski algebras attempt to capture the implicative fragment of clas-
sical propositional logic, classical implicative lattices attempt to capture
the positive fragment of the same logic. It is relatively easy to see ([21] be-
ing a possibility) that all classical implicative lattices are Tarski algebras.
Furthermore, as one can, in a finite classical implicative lattice, obtain
a bottom by taking the infimum of all elements, it is also true that all
non-trivial finite classical implicative lattices are Boolean algebras.!

1By non-trivial we mean with cardinality bigger than one: the only element of a one-
element classical implicative lattice is both a top and a bottom, what makes of the
one-element classical implicative lattice not a Boolean algebra; the situation changes
in a foreseeable way if one wishes to entertain the possibility of a one-element Boolean
algebra.
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Notice that the structure from Example 1.9 is not a classical implicative
lattice because if — were the implication of a Boolean algebra, 0 — = would
equal 1 for every x in A, what clearly is not true whether 0 equals a, b
or c.

Now, it is obvious that any Boolean algebra, whether finite or infinite,
is a classical implicative lattice. As shown below, the reciprocal is not true.

Ezample 1.10. Take an infinite set X (say N), and define A(X) as the set
of subsets a of X such that a° is finite, where a° is the complement X \ a
of a: these are called the cofinite sets of X.

A(X) has an obvious order, such that a < b iff a C b, and a maximal
element under this order, X itself. Then a Vb = a Ub is the supremum
of a and b (and is cofinite since |(a U b)¢| = |a® N b°| < |a®|, which is
finite), and a Ab = aNb is the infimum of a and b (and is cofinite since
[(anb)¢| = |a®Ube| < |a®|+|b¢|, which is finite since |a¢| and |b¢| are finite).

We then define a — b as a®Ub: this is cofinite since |(a®Ub)¢| = |aNd| <
|b¢|, which is finite given that b is cofinite.

(i) ifaAb < cthen anb C cand so

bChUa*=XnNOUa’) =(aUa’)N(bUa’)=(andb)Ua’ CcUaf,
that is, b < a — ¢. Conversely, b < a — ¢ implies that b C cUa®, hence
anbCan(cUa®)=(anNc)U(ana®)=ancCe,

that is, a A b < c.
(ii) (a = b) — a equals

(a®Ub)Ua=(and)Ua=(aUa)N(b°Ua)=an (b°Ua) = a.

So, we have proven A(X) is a classical implicative lattice. But it can-
not be a Boolean algebra: no element a of A(X) can be a bottom, since
removing a single element of X from a gives an element of A(X) strictly
smaller than a itself.

There is, however, a more involved, although also more natural, ex-
ample of a classical implicative lattice that is not a Boolean algebra: the
Lindenbaum-Tarski algebra of the positive fragment of classical logic in an
infinite number of variables. That is, in fact, the very reason why classical
implicative lattices were defined, to model the properties of these fragments.



A Category of Ordered Algebras 529

Finally, to completely characterize the relationship between Tarski,
Boolean and Bottomless Boolean algebras, and classical implicative lat-
tices, we just need to prove that no non-trivial Bottomless Boolean alge-
bra is a classical implicative lattice: of course, the one-element bottomless
Boolean algebra is also a classical implicative lattice. Suppose, then, that
the poset A = (A4, <) is a bottomless Boolean algebra, a classical implica-
tive lattice, and has more than one element in its domain, so Ag is a Boolean
algebra with at least four elements. There is, therefore, an element a in Ajg
that is neither 0 nor 1, and so is —a: both a and —a must then be in A,
and so must 0 = a A —a since A is a classical implicative lattice. This is a
contradiction, given that A, as a bottomless Boolean algebra with at least
two elements, cannot have a bottom.

We therefore reach the characterization shown in Figure 1.

Classical

Non-trivial
Implicative Lattices

Boolean
Algebras

Figure 1. Several classes of Boolean-like algebras

Bottomless

Boolean

Algebras Tarsk

Algebras

2. A naive approach to an equivalence of categories

Consider the categories Alg(X) of X-algebras, with homomorphisms be-
tween Y-algebras as morphisms, and MAlg(X) of ¥-multialgebras, with
homomorphisms between >-multialgebras as morphisms, and with compo-
sition of morphisms and identity morphisms as in Set.

For simplicity, denote the set of non-empty subsets of A, P(A) \ {0},
by P*(A). For a E-multialgebra A = (A,{04}sexn), consider the -
algebra P(A) = (P*(A),{op)}oex) Where, for a o € ¥, and nonempty
Ay, A, C A,

UP(A)(Ala"'uAn): U O'A(al,...,an).

(al,...,an)EAlX-"XAn
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Again, for simplicity, we may write the previous equation as
opay (A1, ... An) = U{oualar, ... an) : a; € Aj}. We also define, for A
and B two Y-multialgebras, and a homomorphism h : A — B, the function
P(h) : P(A) — P(B) such that, for every § # A’ C A,

P(h)(A") ={h(a):a € A"}.

One could hope that P(h) is actually a X-homomorphism, perhaps mak-
ing of P a functor from MAlg(X) to Alg(X), but the following result shows
this is usually not the case.

LEMMA 2.1. For A and B two X-multialgebras and h : A — B a homo-
morphism, P(h) satisfies

P()(op(a) (A1, An)) € op(e)(P(R) (A1), .. P(R) (An))

for allo € ¥ and nonempty Ay, ..., A, C A. If h is a full homomorphism,
P(h) is a homomorphism.

PROOF: Given o € ¥,, and nonempty Ay,..., A, C A, we have that
op@)(P(h)(A1), ..., P(h)(An)) = J{on(br,...,bn) : b € P(h)(Ai)} =
(Hos(b1,...,bn) 1 bi € {h(a) : a € Ai}} =
(Hos(h(ar), ... h(an)) 1 a; € Ai} 2
Ut{h(a) s a € oalar,....an)} 1 a; € Ai} =
{h(a):ae| J{oalar,....an) 1 a; € Ai}} =

{h(a) : a € op(a)(A1, ..., An)} = P(h)(op(a) (A1, ..., An)),

so that P(h) satisfies the required property.
If h is a full homomorphism, oz(h(ay),...,h(a,)) = {h(a) :a €
oalai,...,a,)}, and the inclusions above become identities. O

So, let us restrict P for a moment to the category MAlg_(X), of X-
multialgebras with only full homomorphisms between them as morphisms,
and let us call this new transformation P— : MAlg_(X) — Alg(X).
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PROPOSITION 2.2. P_ is a functor from MAlg_(¥) to Alg(Y).

Unfortunately, P— is not injective on objects: take the signature X,

with a single unary operator s, and consider the Y -multialgebras A =
({0,1},{sa}) and B = ({0,1}, {sg}) such that: s4(0) = sa(1) = {1} and
83(0) = 83(1) = {07 1}.

oiugm SBCO 1353

The ¥ -multialgebra A The Zs-multlalgebra B

Clearly the two of them are not isomorphic, given that the result of an
operation in A always has cardinality 1 and in B alway has cardinality 2

However, we have that sp_(4)({0}) = sp_(a)({1}) = sp_(a)({0,1}) =
{1}, while sp_(5)({0}) = sp_(a)({1}) = sp_(4)({0,1}) = {0, 1}.

Sp(B)
)
{0,1} {0,1}
Y(A) SP*(V 'Y(m
(0} — 72 (13w {1}
The Ys-algebra P_(.A) The ¥ ,-algebra P_(B)

Taking the function h : P*(A) — P*(B) such that h({0}) = {0},
h({1}) = {0,1}, and h({0,1}) = {1}, we see that it is a bijection and a
homomorphism, and therefore h : P_(A) — P_(B) is an isomorphism.

3. A solution: ord-algebras
The problem with our definition of P_ is that it disregards the structure

of the universe of P(A). So, we change our target category to reflect this
structure.
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3.1. The category OAlg(X), and the functor P

DEFINITION 3.1. Given a signature X, an ord-algebra over Y is a triple
A= (A, {oa}ses, <4) such that:

(i) (A, {oa}sex) is a X-algebra;

(ii) (A, <4) is a complete, atomic and bottomless Boolean algebra,;

(iii) if A, is the set of minimal elements of (A, <4) (atoms) less than
or equal to a, for all o € X,, and aq,...,a, we have that

oalar,...,an) =sup{oa(br,...,bn) : (b1,...,bp) € Ay, X -+ X Ay, }.

Here, it should be clear that ord-algebras are a class of ordered algebras
that aim to capture precisely those properties of the power algebras of
those multialgebras which interest us: the non-partial ones. This shall be
formalized further ahead.

PROPOSITION 3.2. Let A be an ord-algebra over ¥, o € 3,, and a; through

an, and bythrough b, in A such that a1 <4 b1, ..., a, <4 b,. Then,
oalar,...,an) <aoa(by,...,b,).
PROOF: Since, for every i € {1,...,n}, a; <4 b;, we have that 4,, C Ay,,
one concludes that A,, x --- x A,, C Ap, X --- x Ap,; this way,
oalar,...,an) =sup{oa(ci,...,cn) ¢ € A, } <u
sup{oa(ct,...,cn) ¢ € Ap,} = 0a(b,...,by). O

For a Y-multialgebra A = (A,{04}ses), we define P(A) as the ord-
algebra

(P*(A),{opa) }oes, <p(a))

over ¥ such that (P*(A), {op4)}sex) is exactly the X-algebra P(A) defined
at the beginning of Section 2 and, for nonempty subsets A; and As of A,
Ay <pay Az if and only if A; C Ap. Since:

(i) P(A) is a X-algebra;

(ii) (P*(A), <p(a)) is a complete, atomic and bottomless Boolean alge-
bra, given that P(A) is a complete, atomic Boolean algebra with at least
two elements;

(iii) and, for o € ¥, and 0 # Aq,..., A, C A, since the atoms below
A; are exactly Aa, = {{a}:a € A;},
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op) (A, An) = Joalar,. . an) sa; € A} =

U{U]P’(A)({al}v oo dan}) {ai} € Aa ks

we indeed have that P(.A) is an ord-algebra over X.

DEFINITION 3.3. Let A= (A4, {ca}rex, <a) and B=(B,{0s}sex,<gB) be
two ord-algebras over ¥. A function h : A — B is said to be a homomor-
phism of ord-algebras, in which case we write h : A — B, when:

(i) for all 0 € ¥, and ay,...,a, € A we have that
h(oa(ay,...,an)) <p og(h(ai),...,h(ay));
(ii) h is continuous, meaning that, for every non-empty subset A’ C A,
h(sup A") = sup{h(a) : a € A'};

(iii) h maps minimal elements of (A4, < 4) to minimal elements of (B, <p).

Notice that a homomorphism of ord-algebras is essentially an “almost X-
homomorphism” which is also continuous and minimal-elements-preserving.
Notice also that a homomorphism of ord-algebras is order preserving: if
a <4 b, then b = sup{a, b}, and therefore h(b) = sup{h(a), h(b)}, meaning
that h(a) <g h(b).

LEMMA 3.4. The composition of homomorphisms of ord-algebras returns a
homomorphism of ord-algebras.

PRrROOF: Take ord-algebras A, B and C over ¥, and homomorphisms of
ord-algebras h: A — B and h' : B — C.

(i) B’ o h obviously is a function from A to C, so let ¢ € X, and
ai,...,a, € A: we have that, since both h’ and h are homomorphisms of
ord-algebras,

Woh(oa(at,. .. an)) = B (h(oa(ar, ..., an))) <c I (o5(h(ar),. .., h(an))),

because /' is order-preserving and

h(oa(ai,...,an)) <p og(h(ar),...,h(a,));

and
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B (og(h(ar),...,h(an))) <c oc(h' (h(ar)),...,h (h(an))) =
UC(h/ ° h(al)v ) ' o h(an))

since A’ is an “almost homomorphism”.

(ii) Given a non-empty A’ C A, we have that h(sup A’) = sup{h(a) :
a € A’} and, denoting {h(a) : a € A’} as B’, we have that h/(sup B’) =
sup{h/(b) : b € B’}; since sup B’ = h(sup A’), we obtain

B/ o h(sup A’) = sup{h/(b) : b € B'} =sup{h/ o h(a) :a € A'},

which means that k' o h is continuous.

(iii) Finally, if @ € A is a minimal element, h(a) € B is a minimal
element, since h preserves minimal elements, and for the same reason h’ o
h(a) = h/(h(a)) € C remains a minimal element still, and from all of the
above h/ o h is a homomorphism of ord-algebras. O

ProrosiTIiON 3.5. When we take as objects all ord-algebras over ¥ and
as morphisms all the homomorphisms of ord-algebras between them, with
composition of morphisms and identity morphisms as in Set, the resulting
structure is a category, denoted by OAlg(X).

THEOREM 3.6. The transformation taking a X-multialgebra A to P(A), and
a homomorphism h : A — B to the homomorphism P(h) : P(A) — P(B) of
ord-algebras such that, for every ) # A’ C A,

P(h)(A") = {h(a) :a € A'},
is a functor, of the form P: MAlg(Y) — OAlg(X).

PRrOOF: First we must show that P(h) is, in fact, a homomorphism of ord-
algebras: given Lemma 2.1 and the fact that P(h) = P(h), we have that
P(h) satisfies the first condition for being a homomorphism of ord-algebras;
and, if ) # A” is a subset of P(A), we have that

P(h)(sup A”) = {h(a) :a € sup A"} = {h(a) : a € UA"} =

Uifh(a) sae A} A" e A7} = J{P(h)(A'): A’ € A"} =
sup{P(h)(A") : A" € A"},
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what proves the satisfaction of the second condition; for the third condition,
we remember that the minimal elements of (P*(A), C) are the singletons,
that is, sets of the form {a} with a € A, and since P(h)({a}) = {h(a)},
P(h) preserves minimal elements.

If h: A — A is the identity id4 of A, then

P(ida)(A") = {ida(a):a€ A} ={a:ac A} = A,

meaning P(id 4) is again the identity. Finally,if h: A — Band b’ : B—C
are homomorphisms of multialgebras,

P(h o h)(A') = {W o h(a) :a € A’} =
{n'(b) : b € P(h)(A)} = P(h') o P(R)(A"),

and thus P is indeed a functor. O

Here, we start to better understand the role played by power algebras:
if A is a multialgebra, P(A) is a certain power algebra of A; specifically,
the one presented conveniently as a bottomless Boolean algebra.

3.2. P may be seen as part of a monad

As is the case with the power-set functor, from Set to itself, we may see
P, or even P and P—, as being part of a monad, although some minor
modifications are necessary. So, consider the endofunctor P : MAlg(X) —
MAIlg(%) such that, for a S-multialgebra A = (A, {o4}sex), PA is the
Y-multialgebra with universe P*(A) and operations given by

o 4(Ar, . An) ={{a} € P*(A) ra €| J{oalar,. .. an) s a; € Ai}},

for o an n-ary symbol and A; through A, non-empty subsets of A; and for
Y-multialgebras A and B, a homomorphism A : A — B and a non-empty
A" C A, Ph : PA — PB satisfying Ph(A4’) = {h(a) : a € A’} (we omit a
pair of parenthesis in this expression only for this section, given it is heavy
in compositions of functors). Notice that P.A is almost the same as P(A),
with the difference that in the latter, operations return subsets of A, while
in the former they return sets of singletons of A, whose union is exactly
the result of the operation as performed in P(A).
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For the natural transformations to form a monad together with P, we
chose the obvious candidates: 1 : Ipalgs) — Pande:PoP - P given
by, for a Y-multialgebra A, an element a of A and a non-empty collection
{4;}ier of non-empty subsets of A, na(a) = {a} and e4({Ai }icr) = U{4i :
iel}.

PRrROPOSITION 3.7. For any Y-multialgebra A, n4 and €4 are homomor-
phisms.

PROPOSITION 3.8. For any Y-multialgebras A and B, and homomorphism
h : A — B, the identities Ph ona = npoh and Phoeq = eg o PPh are
satisfied, meaning that n and e are natural transformations.

PROOF: Let a be an element of .A. We have that Ph o n4(a) = Ph(na(a)),

and since n4(a) = {a}, we have that Ph o n4(a) = {h(a)}. Meanwhile,

ng o h(a) = na(h(a)) = {h(a)}, and as stated both expressions coincide.
Now, let {A;}icr be an element of PPA, meaning it is a non-empty set

of non-empty subsets of A: Phoeg({A4;}icr) = Ph(ea({A;i}icr)), and since

ea({Ai}ier) = U{4; : i € I}, the whole expression simplifies to {h(a)

a €| J{A;:ieI}}. In turn,

ep o PPh({AiYicr) = es({{h(a) : a€ A;} : iel}),
which is equal to
Uifh(a) - ac A}ie I} ={h(a) : ac| J{4i:ieI}},

giving us the desired equality. O
THEOREM 3.9. The triple of P, n and € forms a monad.

PROOF: Let A be a Y-multialgebra. We first must prove € o Pe = € o ¢P,
what amounts to €4 o Pe A = €406 4, as homomorphisms from P3A to PA.

So, let {{A7}icr}jes be an element of P3A, where I and J are non-empty
sets of indexes and all A} are non-empty subsets of A:

eaoPea({{AicrYies) = eal{ea({Al = iel}) : jeJ}) =

callU{A]siery : jeay,
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what equals J{U{A] : i € I} : j € J}, while €4 0 €5 ,({{A }icr}jes) =
ea(U{{A] 1 7 € J}hier) = U{U{A! : j € J} i € I}, and it is clear that
both sets are the same.

It remains to be proven € o Iﬁ’n =co n]f” = 15, meaning that e4 onp 4 =
€40 ]f"n 4, as homomorphisms from PA to I@’A, and this coincides with the
identity homomorphism on this multialgebra as well. So, we take a non-
empty subset A’ of A, and we have that e4 o np 4 (A") = ea({4'}) = A/,
while for the other expression one derives

cao Pra(A) =ea{nala) : ac A'}) =ca({{a} : a€A’}) =
U{{a} cae Ay = A

what completes the proof. O

3.3. Multialgebras of atoms

Given an ord-algebra A over ¥, take the set A((A4,<4)) of atoms of
(A, <4), that is, the set of minimal elements of this partially ordered set
(equal to Ay as well). For a o0 € ¥, and atoms ay,...,a, € A((4,<4)),
we define

opay(a, .., an)={a € A((A, Z4)):a <aoa(ar, . an)} =Ac,(ay,....an)-

This way, (A((A,<A4)),{0ac4)}sex) becomes a X-multialgebra, that we
will denote by A(A) and call the multialgebra of atoms of \A. Given ord-
algebras A and B over X, and a homomorphism of ord-algebras h : A — B,
we also define

A(h) : A((A,<4)) = A((B, <B))

as the restriction of h to A((4,<4)) C A. It is well-defined since every
homomorphism of ord-algebras preserves minimal elements, that is, atoms.
For o € 3, and atoms ay,...,a, € A((A4, <4)) we have that

{A(h)(a) : a € opay(ar,...,an)} = {h(a) 1 a € opay(a,...,an)} =
{h(a) € A((B,<p)):a <aoca(ai,...,an)}

and, since a <4 oq(ai,...,ay,) implies h(a) <p h(oa(ai,...,a,)) given
that h is order preserving, which in turn implies that h(a) <g



538 Marcelo Esteban Coniglio, Guilherme Vicentin de Toledo

og(h(ay),...,h(ay)) since h is an “almost homomorphism”, we get that
{h((l) € A((Bv SB)) ta <y JA(ala ) an)} <
{be A((B,<g)) : b < op(h(ai),...,h(an)} =

on)(h(ar),. .., han)) = ouw)(A(h)(a1),.. ., A(h)(an)),
what proves that A(h) is a homomorphism between Y-multialgebras, and
we may write A(h) : A(A) — A(B).
The natural question is if A : OAlg(¥) — MAIlg(X) is a functor,
to which the answer is yes: it is easy to see that it distributes over the
composition of morphisms and preserves the identity ones.

4. OAlg(Y) and MAIlg(Y) are equivalent

Now, we aim to prove that OAlg(X) and MAlg(X) are actually equivalent
categories, the equivalence being given by the functors P and A. In order
to prove that P and A form an equivalence of categories it is enough to
prove that both are full and faithful and A is a right adjoint of P.

4.1. P and A are full and faithful

PROPOSITION 4.1. P is faithful.

PROOF: Given Y-multialgebras A and B, and homomorphisms h, b’ : A —
B, if P(h) = P(h’), we have that, for every a € A,

{h(a)} =P(h)({a}) = P(h)({a}) = {h'(a)},
and therefore h = h'. O

PROPOSITION 4.2. A is faithful.

PrOOF: Given ord-algebras A and B over ¥, and homomorphisms of ord-
algebras h, h’' : A — B, suppose that A(h) = A(R'). Then, for every a € A,
we can write a = sup A,, since (A, < 4) is atomic.

Since h and b’ are continuous, h(a) = sup{h(a’) : ' € A,} and h/(a) =
sup{h/(a’) : ' € A,}. But, since A(h) = A(h'), h and h’ are the same when
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restricted to atoms, and therefore {h(a’) : @’ € A} = {W'(d') : d' € A,}.
This means that h(a) = h/(a) and, since a is arbitrary, h = h'. O

THEOREM 4.3. P is full.

ProOOF: Given Y¥-multialgebras A4 and B, and a homomorphism of ord-
algebras h : P(A) — P(B), to prove that P is full we must find a homomor-
phism h’ : A — B such that P(h') = h.

For every a € A, {a} is an atom and, since h preserves atoms, h({a})
is an atom of P(B), and therefore of the form {b,} for some b, € B. We
define b’ : A — B by h'(a) = b,. First of all, we must show that h’ is in
fact a homomorphism, which is quite analogous to the proof of the same
fact for A(h). Given o € ¥, and ay,...,a, € A,

{W(a):a€oalar,...,an)} ={bs:a€oular,...,an)} =
sup{{ba} :a € oa(a,...,an)} =sup{h({a}) :a € oa(a1,...,an)} =
h(sup{{a}:a € oala1,...,an)}),

given that h is continuous. Since it is an “almost homomorphism”, this
equals

h(oa(ar,... an)) = h(UIP(A)({al}a oo {ant))
- UP(B)(h({al})a EER) h({an}))
= UIP(B)({ba] booees {ban})
= OB(bal,. .. ,ban)
=og(h'(a1),...,h (a,)).

Now, when we consider P(h'), we see that P(h')({a}) = {b,} = h({a}) for
every atom {a} of P(A), and so the restrictions of h and P(h’) to atoms are
the same, and therefore A(h) = A(P(h')). Since A is faithful, we discover
that h = P(h') and, therefore, PP is full. O

Now it remains to be shown that A is also full. Given ord-algebras A
and B over ¥, and a homomorphism h : A(A) — A(B), we then define
h:A— Bhby

h'(a) = sup{h(c) : c € A,}.

First of all, we must prove that h’ is a homomorphism of ord-algebras, for
which we shall need a few lemmas.
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LEMMA 4.4. In a complete, atomic and bottomless Boolean algebra A, take
a non-empty family of indexes I and, for everyi € I, X; C A. Suppose we
have x; = sup X;, fori € I, and X = |J{X; : i € I'}. Then, sup{x; : i €
I} =sup X.

PRrROOF: We define a = sup{z; : i € I} and b = sup X: first, we show that
a is an upper bound for X, so that a >4 b. For every x € X, we have
that, since X = (J{X; : ¢ € I}, there exists j € I such that x € X, and
therefore x; > 4 x. Since a = sup{z; : ¢ € I}, we have that a >4 z;, and
by transitivity a >4 x, and therefore a is indeed an upper bound for X.
Now we show that b is an upper bound for {x; : i € I'}, and so b >4 a
(and a = b). For every i € I, we have that b is an upper bound for X,
since X; C X and b is an upper bound for X, and therefore b > 4 x;, since
x; is the smallest upper bound for X;. It follows that b is indeed an upper
bound for {x; : i € I}, what completes the proof. O

LEMMA 4.5. In a complete, atomic and bottomless Boolean algebra A, for
a non-empty C C A one has that | J{A.: c € C} = Agypc-

Proor: If d € A, for a ¢ € C, d is an atom such that d <4 c¢. Since
c<asupC, d <4 supC, and therefore d belongs to Agyp, . Thus [J{A. :
ceE O} - AsupC~

Conversely, suppose that d € Aqpc. Then, d is an atom such that
d <4 supC, and therefore inf{d,sup C'} = d. It follows that the subset
C? C C, of ¢ € C such that inf{d,c} exists, is not empty, by Proposition
1.7. But if ¢ € C?, inf{d, c} exists, and since d is an atom, we have that

de A. CU{Ac : c € C}, and from that |J{A.: c € C} = Aqupe. O
Since o 4(ay,...,a,) is equal to the supremum of {o4(cy,...,cp) :
(c1,...,¢n) € Ag, X --- X A, }, from Lemma 4.5 we have that Ay, (q,,....a,)

is equal to
U{AUA(Cl,m,Cn) 1Cc € Aa17~ ..,Cp € Aan},

that is, we have the following lemma.

LEMMA 4.6. Foro € X, and ay,...,a, € A,

THEOREM 4.7. A is full.

PRroOOF: First of all, we prove that A’ is a homomorphism of ord-algebras.
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(i) First, it is clear that A’ maps atoms into atoms: if a is an atom,
A, ={a} and

B (a) = sup{h(c) : c € A} = sup{h(a)} = h(a),

which is an atom since h is a map between A(A) and A(B).
(ii) A’ is continuous: for any non-empty set C' C A, we remember that
B (c) =sup{h(d) : d € A.}, and from Lemmas 4.4 and 4.5 we get that

sup{h/(c) : ¢ € C} = sup{sup{h(d) : d € A.} : c € C}
= supU{{h(d) cde At :ceCy
= sup{h(d) : d € Asupc}
= h'(sup O).
(iii) Since {h(a) : a € opay(ar,...,an)} € opmy(hla),..., han)),

given that h is a homomorphism of multialgebras, it follows from Lemma
4.6 that

h'(calai,...,a,)) =sup{h(c):cé€ U{AGA(Cl,---,cn) ce € Aot}
= supU{{h(c) rc€opaycr, . en)} e € Ay}
<p sup U{UA(B) (h(c1),..., h(cn)) 1 ¢ € Ay},

where we have used that, for atoms cy,...,c, of A, oaa)(cr,...,cn) =
A i(cryonen)-  Since, for atoms di,...,d, of B, we also have that
oap)(di, ..., dn) = Agy(a,,....d,), this is equal to

sup |{ Ao hier),ien)) 1€ € Aa,} =sup | J{Aou(hr(cr),.r(en)) i € A, }-

Since b’ is continuous, ¢; <4 a;, for every i € {1,...,n}, implies h'(¢;) <p
K (a;), and therefore op(h/(c1),...,h (¢n)) <p op(h'(a1),...,h (a,)) for
(c1y...,¢n) € Ag, X -+- x A, . Tt follows that the union, for (cy,...,c,) in

Agy X oo X Aq,yy of Ay (er),... i (en))s 18 contained on Ag . (w(ay),....h (an))>
and therefore

SUp (_{ Ao (h(e1) .o (en)) * €0 € Aas} B SUD Ao (h(ar)..o v (a0)
=og(h'(a1),..., 1 (ay)).
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Now, for every atom a of A, we have that h'(a) = h(a), and therefore
the restriction of b’ to atoms coincides with h, that is, A(h') = h, and since
h was taken arbitrarily, A is full. O

4.2. P and A are adjoint

It remains to be shown that P and A are adjoint. To this end, consider the
bijections

O, Hommalgs) (A(B), A) — Homoags) (B, P(A)),

for A a Y-multialgebra and B an ord-algebra over I, given by, for h :
A(B) — A a homomorphism and b an element of 5,

Pp.a(h)(b) = {h(c) : c € Ap}.
LEMMA 4.8. &g 4(h) is a homomorphism of ord-algebras.
ProoOF: (i) If b is an atom, A, = {b}, and therefore @5 4(h)(b) = {h(c) :

c € Ay} = {h(b)}, which is a singleton and therefore an atom of P(A).
(ii) Let D be a non-empty subset of B. We have that

®p,.a(h)(sup D) = {h(c) : c € Asupp}
={h(c): ce| J{4a:d € D}}
= J{{h(c): c€ Ag} : d € D}

= J{®5.4(h)(d):d e D}
sup{®g,4(h)(d) : d € D},

since Asup p = Ugep Aq and the supremum in P(A) is simply the union.
(iii) For o € %,, and by, ..., b, elements of B, we have that

(I)&A(h)((fg(bl, ceey bn)) = {h(C) . ccE Ads(bl,-u,bn)}
={h(c) : c € | J{Aou(er,cn) 1 i € Ap,}}
= U{{h(C) icE AUB(Cly--an)} 16 € Abi}a
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and, since ¢y, ..., c, are atoms, this is equal to

J{{h(e) s c € ougsy(er,- . yen)} i ci € Ay}
| J{oalhler), ..., hlen)) r e € Ay}
= Hoalar,...,an) s a; € {h(c) : c € Ay, }}
= Hoalar,... an) s a; € ©i_a(h)(b:)}
=0op(a)(PB,4(R)(b1), ..., P5,4(h)(by)). O

LEMMA 4.9. The function ®p, 4 is a bijection between Homprags)(A(B), A)
and HomOAlg(g) (B, ]P)(A))

PrOOF: The functions @5 _4 are certainly injective: if @5 4(h) = P _a(h'),
for every atom b we have that

{n(b)} = ©i.a(h)(b) = Ppa(h)(b) = {I'(b)},

and therefore h = h'.

For the surjectivity, take a homomorphism of ord-algebras h : B —
P(A). We then define b’ : A(B) — A by h/(b) = a for an atom b in B,
where h(b) = {a}. It is well-defined since a homomorphism of ord-algebras
takes atoms to atoms, and the atoms of P(A) are exactly the singletons.

We must show that h’ is indeed a homomorphism. For ¢ € ¥, and
atoms by, ...,b, in A(B) such that h(b;) = {a;} for every i € {1,...,n},
we have that h(op(b1,...,0n)) € opay(h(b1),...,h(bn)), since h is a ho-
momorphism of ord-algebras, and therefore

{W' () : b€ angmy(bis.. . bn)} = {h' (D) 10 € Asyor,. by}
= J{h(b) - b € Apypr....b)}
= h(sup Asy(by,....0n))
= h(op(b1,...,bn))

- O']P(A)(h(bl)v N Y)
= opay({ar}, ... {an})
:aA(al,...,an)

= o A(R'(b1),...,H (by)).
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Finally, we state that ®g _4(h') = h since, for any element b in B, we
have that

O a(h)(b) = {1 (c) : c € A} = J{h(c) : c € A} = h(sup Ay) = h(b),
and therefore each ®p 4 is, indeed, bijective. O
THEOREM 4.10. P and A are adjoint.

ProoOF: Given A and C two X-multialgebras, B and D two ord-algebras
over ¥, h : A — C a homomorphism and ' : D — B a homomorphism
of ord-algebras, we must now only prove that the following diagram com-
mutes.

P54

Homyiarg(s)(A(B), A) —————— Homoaigx) (B, P(A))
lHom(A(h/),h) J{Hom(h',IP’(h))
Homtaig(s)(A(D), C) —2—— Homonaig(s) (D B(C))
So, we take a homomorphism ¢ : A(B) — A and an element d of D. We
have that
Hom(h',P(h))(®p,4(g)) =P(h) o Pp.alg) o I,
and therefore the right side of the diagram gives us
P(h) o ©p,.4(g) o 1'(d) =P(h)({g(b) : b € Apa}) = {hog(b): b€ Apa}-
The left side gives us
Dpc(hogoh(W))(d) = {hogoA(W)(e) : e € As} = {hogol(c) : e € Ag}.

If d is an atom, the right side becomes the singleton containing only
h o go h'(d), since in this case Ay = {d} and, given that h’ preserves
atoms, Ay/(qy = {h'(d)}. The left side becomes also the singleton formed
by h o go h'(d), because again A; = {d}. As a homomorphism of ord-
algebras is determined by its action on atoms, we find that the left and
right sides of the diagram are equal, and therefore the diagram commutes.
As observed before, this proves that A and P are adjoint. O
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COROLLARY 4.11. The categories MAlg(X) and OAlg(Y) are equivalent.

PRrooOF: Follows from the fact that P and A are an equivalence between
the two categories, proven in Theorem 4.10. O

5. Some consequences and related results

The result that M Alg(X) and OAlg(X) are equivalent has a few conse-
quences, and related results, we would like to stress. First of all, we start
by taking the empty signature: in that case, given that all multialgebras
are non-empty, M Alg(X) becomes the category of non-empty sets Set™,
with functions between them as morphisms.

Meanwhile, OAlg(%) becomes the category with complete, atomic and
bottomless Boolean algebras as objects (given we simply drop the opera-
tions from an ord-algebra over X), with continuous, atoms-preserving func-
tions between them as morphisms. Notice this is very closely related to
the equivalence between CABA and Set®?: the morphisms on the former
are merely continuous functions, so the only extra requirement to the mor-
phisms we are making is that they should preserve atoms. This, of course,
allows one to exchange the opposite category of Set by Set itself (or rather
Set™).

A generalization of our result is to partial multialgebras. That is, pairs
A = (A,{oa}sex) such that, if 0 € ¥,, 04 is a function from A" to
P(A) (no longer P(A) \ {0}). In other words, a partial multialgebra is a
multialgebra where operations may return the empty-set. Given partial
Y-multialgebras A4 and B, a homomorphism between them is a function
h : A — B such that, as is the case for homomorphisms for multialgebras,

{h(a) :a € o4(ay,...,an)} Cop(h(ar),...,h(ay,)),

for o € 3, and ay,...,a, € A. The class of all partial X-multialgebras,
with these homomorphisms between them as morphisms, becomes a cate-
gory, which we shall denote by PMAlg(Y).

It is easy to find an equivalence, much alike the one between M Alg(X)
and OAlg(Y), between PMAIlg(Y) and a category related to OAlg(X): it
is sufficient to replace the requirement that, in an ord-algebra, (A, <4) is
a complete, atomic and bottomless Boolean algebra by the requisite that
it is actually a complete, atomic Boolean algebra, and accordingly, change
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the morphisms in the correspondent category by requiring they preserve
the supremum of any sets, not necessarily non-empty.

Finally, let us slightly modify the notion of homomorphism between -
multialgebras: a multihomomorphism A from A to B, what may be written
as h: A — B for simplicity, is a function h: A — P(B) \ {0} that satisfies

U h(a) C U o5(by,...,bn).

a€oa(at,...,an) (b1,...,bn)ER(ar) X -xh(an)

The category with: »-multialgebras as objects; multihomomorphisms as
morphisms; and the composition of morphisms h: A — Band g: B — C
given by, for an element a of A, goh(a) = Ubeh(a) g(b), will be denoted by
MMAIlg(Y). If, in the category OAlg(X), we change morphisms by not
longer demanding that they map atoms into atoms, it is easy to adapt the

proof given in Section 4 to show that the resulting category is equivalent
to MMAIlg(X).

Conclusion and future work

As we explained before, the main results here presented involve an equiva-
lence similar to the one between the categories of complete, atomic Boolean
algebras and Set°”: the first is modified by addition of operations to said
Boolean algebras, that are required to furthermore be compatible with the
algebra’s order; meanwhile, to the second we attach non-deterministic (yet
still non-partial) operations, leading us to a category of multialgebras.

Although not specially complicated, this result is useful as it allows
to treat non-deterministic matrices (Nmatrices) as, not precisely algebraic
semantics, but mixed methods that combine both an algebraic compo-
nent and one relative to its order. This may seem to increase the com-
plexity of decision methods, but this sacrifice is made precisely to avoid
non-determinism; and it is made, not because we distrust the use of multi-
algebras as semantics for non-classical logics, but as an alternative to those
logicians that have philosophical objections against that very use.

More pragmatically, we feel encouraged to develop a further study of
the categories of multialgebras, now from the viewpoint of categories of
partially ordered sets, far better understood than the former ones. More-
over, we can now recast several non-deterministic characterizations of logics
found in the literature in the terms here presented. Specifically, there are
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several paraconsistent logics uncharacterizable by finite matrices, but char-
acterized by finite Nmatrices, which can now have semantics presented only
in classical terms of algebras and orders.
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