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Abstract

The role of the state within the neoliberal system is discussed in the approaches de-
veloped for social expenditures. Accordingly, the question of whether the state should
stand back or provide the support needed by individuals has shaped the literature
on social expenditures. It is thought that the increase in social expenditures affects
public expenditures, and public expenditures may indirectly cause budget deficits.
In addition, it is said that there is a decrease in social spending during periods of eco-
nomic growth. All these dilemmas show that the idea that the country needs both
producers and consumers while realizing economic growth has been pushed into the
background. Here, the analyses of the relationship between social spending and eco-
nomic growth are the arguments for the accuracy of this assumption.

The aim of this study is to empirically analyze the long-term relationship be-
tween the economic growth and social expenditures of eight Central European
countries and the causality relationship for 1999 and 2019. In the empirical findings,
the cointegration relationship was determined between economic growth and social
spending. Based on the findings of the causality analysis, it has been concluded that
there is a bidirectional causality relationship between economic growth and social
expenditures. Policy proposals are given in the conclusion section of the article.
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Introduction

With industrialization and the social changes that followed, a number of legal and in-
stitutional arrangements were realized, led by the UK and then Germany. The reason
for these arrangements is shaped by the need for workers that emerged due to industri-
alization and the fact that the population working in agriculture migrates to the cities
in the face of new technologies. The social aid mechanism that the traditional struc-
ture contains melted and the need for new institutions emerged instead (Rakic1 and
Kursun 2016, p. 138). In addition, while new needs and interventions that may emerge
under new working conditions make the need for new institutions felt, this situation
also contributed to the emergence of the welfare state (Ozdemir 2007, p. 185).

The welfare state approach is defined as a structure that aims to maintain capi-
talism in the long term by reducing the effects of the 1929 economic depression. The
welfare state process that emerged along with the 1929 economic depression imposed
restrictions on the generous spending of states with the crises that emerged in the
1970s (Giimiis 2018, p. 33). Along with globalization, the impact of the welfare state
approach still affects the economy today, though not as much as in the past (Rakici
and Kursun 2016, p. 135).

While the 1929 economic depression expressed states role control over the econo-
my, the state became responsible for protecting public from conditions such as pov-
erty, unemployment, or disease along with the second World War (Tiirk 1979, p. 8).
The support that must be given by the state was determined by the Beveridge Report
(Beveridge 1942). Thus, the effect of the state on the social structure increased, and
social expenditures emerged as an extension of the understanding of the welfare state
(Ersin and Bag 2019, p. 193).

In brief, social expenditures assumed regulatory roles in all areas of social life. For
example, it aimed to intervene in the market on issues arising in education and health,
where the free market is insufficient. With these interventions and with economic sup-
ports and interventions under state control, it hoped to eliminate the social problems
that may arise (Kaymaz 2018, p. 118).

With the transition from the period when state intervention was seen as the solu-
tion to problems to the period where the state intervention was seen as the problem,
interest in understanding the welfare state also decreased (Ozdemir 2007, p. 245). The
state’s lowering of taxes for capital also led to a reduction in the financial support that
pays for social expenditures (Rakic1 and Kursun 2016, p. 139). Nowadays, there is an
increase in social spending. Of course, this increase is incomparable with the peri-
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od before 1970, while there is an incompatibility among countries in the rates of in-
crease. The reason for this is related to the various definitions of what social expendi-
tures are.

Today, according to the definition by the Turkish Statistical Institute, social ex-
penditures are classified as spending on education, health, and social protection
(Arisoy, Unliikaplan, and Ergen 2010, p. 400). According to the OECD definition, so-
cial expenditures are the income support to the retired and working populations, and
health spending and all other social spending other than health (Arisoy, Unkiikaplan,
and Ergen 2010, p. 401). The differentiation of these definitions also affects the find-
ings and results of the research.

The same situation is experienced between welfare models and their success. Thus,
with the withdrawal of the state after 1980, the impact of the welfare state is not meas-
ured only by its social expenditure. At the same time, the economic effects of social
expenditures can also lead to differences in the economic growth of different welfare
models and the countries where they are applied (Ersin and Bag 2019, p. 194). Thus,
the benefit of individuals from social expenditures can also be considered as a social
welfare measurement unit.

Two basic approaches have been developed in the relationship between social ex-
penditures and economic growth. The first approach is the classical economic ap-
proach, which is the reason behind the 1929 economic depression. According to this
approach, the state refrains from economic activities and only intervenes or supports
initiatives when necessary. The failure of the classical economic approach caused the
rise of Keynesian economics, in which the intervention of the state is at the forefront.
This approach led to the emergence of different welfare models with different appli-
cation areas.

Ferrera (1996) added the Southern European welfare model to Esping-Andersen’s
(1990) classification of welfare models as a liberal, conservative, and social democratic
welfare state. Turkey is a part of this model and is similar to the characteristics of this
model. In the South European welfare model, there are irregularities in terms of so-
cial expenditures, e.g., fragmented structures, such as the large difference in pensions
(Yildirim and Sahin 2019, p. 2536).

The relationship between social expenditures and economic growth can be seen
through its relationship with public expenditures. Accordingly, social spending affects
public spending, and public spending affects budget deficits. Thus, during a period
of economic growth, a decrease in budget deficits and social expenditures is observed
(Ersin and Bag 2019, p. 198).

Finally, when Turkey’s social expenditure data is evaluated, its declining social
expenditures in 2017 and 2018 are noteworthy. According to TurkStat social protec-
tion statistics, the share of social protection expenditures in GDP in 2018 was 11.9%.
The share of social protection benefits in GDP is 11.7% (2018 Sosyal Koruma Istatis-
tikleri 2019).
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Related literature

Social expenditure is a public expenditure, as seen in studies focusing on the relation-
ship between social expenditures and economic growth. For example, in the study
by Kar and Taban (2003) titled “The Effects of Public Expenditure Types on Economic
Growth,” while examining the impact of social spending on economic growth, public
expenditures were classified as health, education, social security, and infrastructure
expenditures. Using the cointegration method, it was revealed that education and so-
cial security spending had a positive effect on economic growth in Turkey between
1971 and 2000. On the other hand, health expenditures had a negative impact on eco-
nomic growth.

Following that study, Arisoy, Unliikaptan, and Ergen (2010) used the concept of so-
cial expenditure in their study “Social Expenditures and Economic Growth Relation-
ship: A Dynamic Analysis of The Turkish Economy for The Period 1960-2005.” They
used cointegration and error correction models to explain social spending like edu-
cation, health, and social protection, revealing the positive effects of social spending
on economic growth.

In another study conducted in Turkey, Romania, and Bulgaria, Altunc and Aydin
(2013) drew attention to the increase in public expenditures by using the expression
public expenditures instead of social expenditures with the ARDL test approach. They
found that economic growth was negatively affected by public expenditures.

Finally, Ersin and Bag (2019) applied Pedroni panel cointegration and DH panel
causality tests in their study titled “An Analysis on The Effectiveness of Mediation Sys-
tem in Collective Labor Disputes in Turkey: Examination of the Relationship Between
Social Expenditures and Economic Growth in Southern European Welfare Coun-
tries”. By analyzing the data between 1980-2016, it was revealed that social spending
decreased during periods of economic growth. In addition, the causality effect from
social expenditures to economic growth is not in question.

In recent studies, it has been suggested that investments in the health sector in Tur-
key will act as a locomotive for economic growth (Tutar and Ekici 2020). It has been
suggested that increasing spending on education will also impact Turkey’s economic
growth (Cinel 2021). Meanwhile, in a study conducted by Torun, Eroglu, and Bayrak
(2021) on NATO countries, including Turkey, it was concluded that defense spending
may negatively affect economic growth. Finally, Alatas and Sar1 (2021) revealed that
investments in education, health, and economic activities in Turkey are not sufficient
in terms of economic growth.

In studies that examine the relationship between economic growth and social ex-
penditures around the world, public expenditures again draw attention. Glomm and
Ravikumar (1997) revealed that public spending on education has a positive effect
on economic growth. However, the number of studies investigating the relationship
between spending on education abroad and economic growth should be increased. For
example, Landau (1986) revealed that he could not clearly observe the impact of edu-
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cation spending between 1961 and 1976 on economic growth. In addition, Otan1 and
Villanueva (1989) mentioned that there may be a weak positive relationship between
education spending and economic growth. Webber (2002) suggested that the educa-
tion levels of individuals positively affect the economic growth of the country, while
Kutluay Sahin’s (2020) study on EU countries revealed that social spending on educa-
tion has a positive effect on economic growth. There are also examples of Poland and
the USA, which state that spending on education has a positive effect on economic
growth (Konopczynski 2021; Wing 2021).

Among the studies investigating public spending on health, the study conducted
by Kelly (1997) stands out. Using the regression method over seventy-three countries,
he revealed that there was no significant relationship between health expenditure and
economic growth between 1970 and 1989. However, the same study concluded that
public spending might have an impact on economic growth in total. A recent study
by Wang and Wang (2021) that focused on OECD countries revealed that higher health
expenditure can be avoided as a result of appropriately allocating resources for the
health of elderly individuals, and thus a positive contribution to economic growth
can be made.

Using a regression method in a study of twelve EU countries for the period 1970~
1994, Herce, Sosvilla-Rivero, and De Lucio (2000) revealed that spending on social
security (i.e., social protection) positively contributes to economic growth. Accord-
ingly, social protection expenditures positively affect economic growth. By contrast,
in a study of fifty-eight countries, Baum and Lin (1993) concluded that social protection
spending did not have a significant impact on economic growth. Meanwhile, Deva-
rajan, Swaroop, and Zou (1996) examined forty-three countries for the period 1970-
1990 with panel data analysis and OLS and found that social protection expenditures
have a negative effect on economic growth under certain conditions. Finally, Unal
and Afsar (2021) concluded that social security spending has a positive effect on eco-
nomic growth, although they revealed that economic growth does not positively affect
social security expenditures. Other recent studies (e.g. Chantzaras and Yfantopoulos
2018; Hajamini and Falahi 2018; Wang et al. 2018; Trofimov 2020) concluded that so-
cial spending affects economic growth, although the studies differed in terms of year
intervals, analysis methods, and countries analyzed.

11
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Data and research methodology

Data

In this study, the relationship between economic growth and social expenditures be-
tween 1999 and 2019 was investigated by selecting eight Central European countries.
Social expenditure is taken as its share in GDP, and GDP per capita (current US dollars)
is used to represent economic growth. Social expenditures are taken from the OECD
database and economic growth data from the World Bank database.

Research methodology and application

In order to select the unit root and cointegration tests for the empirical analysis, first,
test the cross-sectional dependence in the countries. When there is a cross-sectional
dependence between countries, using unit root (Levin, Lin, and Chu 2002; Im, Pesa-
ran, and Shin 2003) and cointegration tests (Kao 1999; Pedroni 1999), which do not
care about cross-sectional dependence, may lead to false results. In addition, when
there is no cross-sectional dependence between countries, the unit root (Moon and
Perron 2004; Pesaran 2007) and cointegration tests (McCoskey and Kao 1998; Wester-
lund 2008), used in cross-sectional dependence situations, may lead to errors in anal-
ysis results. For this purpose, the cross-sectional dependencies of the countries were
tested by the following methods.

Breusch and Pagan (1980) CDy,: Z:lZLMﬁﬁ. (1)

1
1 RN N p— )
Pesaran (2020) CD,,,: m Zi:l Z;=;+1(Tpij -1). (2)

1/2
) 2T N-IgaN .,
Pesaran (2020) CD: m Zi:l Z,-:i+1pij' 3)

p; : the estimates of cross-section correlations between residues.

1 Austria, Czech Republic, Germany, Hungary, Poland, Slovakia, Slovenia, Switzerland.

12
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Table 1. Cross-sectional dependence test results

Test statistics
Variables CDgp CDy CD
Statistics p-value Statistics p-value Statistics P-Value
GDP 560.172 0.000 71.114 0.000 23.664 0.000
SE 115.813 0.000 11.734 0.000 6.397 0.000

Source: own elaboration.

The cross-sectional dependence test results are presented in Table 1. Based on the
results, since CDy;,, CD,;, and CD test statistics of the GDP and SE variables were sig-
nificant at the level of 5%, the cross-sectional dependence was determined by reject-
ing the zero hypothesis “no cross-section dependency.” Since there is a cross-sectional
dependence on the variables, the unit root test that should be selected should be one
of the second generation unit root tests.

Since there is a cross-sectional dependence on the variables (Table 1), the unit root
test to be used in the study should be selected in accordance with cross-section de-
pendency. Therefore, the CADF panel unit root test developed by Pesaran (2007) was
used in this study. Cross-sectional extended regression:

k; k;
A'xit =Z,V+PXy + ¢g/Axit—j + aift—l + Z%‘Aft—j T Vs

=

(4)

=0
n
—= . . - -1 . s
where X,, X, is the cross-section average and X, = N E X, . The CADF statistics
i=1

are averaged when calculating the unit root test across the panel. CIPS statistics are
calculated with the formula below.

NI
CIPS=t—bar=N"Y 1.

i=l1

(5)

Table 2. Panel unit root test results

CIPS test statistics

Variabl
HlabIES Level First differences
GDP -2.234 -2.667*
SE -2.275 -3.140*

Note: * indicates the significance at 1%.
Source: own elaboration.

Table 2 presents the panel unit root test results. The null hypothesis of this test is in
the form of “the variable has a unit root,” and the alternative hypothesis is in the form
“the variable is stationary,” When the table* is analyzed, since the test statistics of GDP
and SE variables are insignificant at 5% level, the zero hypothesis cannot be rejected.

13
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Therefore, the variables have a unit root at the level. When the first difference of the
variables was taken, the alternative hypothesis was accepted since the test statistics
were significant at the level of 5%. Thus, it was concluded that the variables are sta-
tionary in their first differences.

The homogeneity values of the slope coefficients in cointegration equations were
analyzed by the delta test developed by Pesaran and Yamagata (2008). The Pesaran and
Yamagata (2008) delta test is calculated with the following formulas:

A N'S—k
A=JN——, 6)
N2k
< N'S—k
A, =N 2E 7)
Var (t, k)
A testis used for large samples and Aadj test is used for small samples.

Table 3. Cross-sectional dependence and homogeneity tests

Statistics p-value

Cross-Sectional Dependence Tests

CDgp 554.87 0.000
CDy 70.406 0.000
CD 23.551 0.000
Homogeneity Tests

A 3.927 0.000
Aadj 4.226 0.000

Source: own elaboration.

In order to choose the panel cointegration test, the cross-sectional dependence
and homogeneity test of the panel should be performed. The cross-sectional depend-
ence and homogeneity test results of the panel are given in Table 3. According to Ta-
ble 3, CDy;,, CDyy;, and CD test statistics, the 5% level null hypothesis was rejected,
and an alternative hypothesis was accepted. Thus, there is a cross-sectional depend-
ence on the panel. The homogeneity test results are also given in Table 3. According
to these results, the slope coefficients in the cointegration equation were found to be
heterogeneous.

The cointegrated relationship of variables was analyzed using Westerlund’s (2008)
Durbin-Hausman cointegration test. To apply the Durbin-Hausman test, the variables
must be stationary at the first difference. Since the stationarity of the variables was de-
tected at the first difference (Table 2), this condition of the Durbin-Hausman test was
satisfied. This test is analyzed by the following formula:

14
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T

DH; = zn:‘i (‘Z;; - qgi)z Zeiztfl‘ (8)

t=2
DHy, test statistics are used in the case of heterogeneity of the sections.

Table 4. Panel cointegration test results

Statistics p-value
[DH, -1.717 0.043

Source: own elaboration.

Table 4 presents the result of the Durbin-Hausman panel cointegration test. Based
on the results, the alternative hypothesis was accepted by rejecting “there is no coin-
tegration relation in the variables,” which is a null hypothesis of 5%. Thus, it was con-
cluded that the variables are cointegrated.

This study also used Emirmahmutoglu and Kose’s (2011) panel causality test. The
maximum delayed VAR model in heterogeneous mixed panels (k; + d) used for this
test is as follows:

k; +dmax; k; +dmax;
X x
X = 1y =+ E : All,ijxi,z—j + E : Alz,ijyi,t—j +ui,t’ (9)
J=1 J=1
k; +dmax; k; +dmax;
— ) y
Vi = 1 + z Azl,ijxi,t—j + Z A22,g/yi,t—j +ui,t’ (10)
j=1 Jj=1

where dmax ;is the maximum degree of integration that can occur in the system for
each i. In Equation 9, the focus is on the causality test from x to y, while in Equation
10, the focus is on the causality test from y to x.

Table 5. Emirmahmutoglu and Kose's panel causality results

GDP » SE SE » GDP

Fisher Statistics 45.260 52.260
P-Value 0.000 0.000

Source: own elaboration.

The analysis results of the causality relationship between social expenditure and
economic growth using Emirmahmutoglu and Kose’s (2011) panel causality test are
given in Table 5. Based on Table 5, from economic growth to social expenditure and
vice versa, the null hypothesis was rejected, and the alternative hypothesis was accept-
ed. As a result, in the empirical analysis, a two-way causality relationship was found
between economic growth and social expenditures.

15
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Concluding remarks

This study investigated the relationship between social expenditures and economic
growth of eight Central European countries from 1999 to 2019. The long-term rela-
tionship was tested with the help of the Durbin-Hausman cointegration test, while the
causality relationship between the variables was analyzed with Emirmahmutoglu and
Kose’s panel causality test. In the results, the cointegration relationship between social
spending and economic growth was determined. Thus, the variables will act together
in the long term. As a result of the panel causality analysis, it was concluded that eco-
nomic growth was the causative of social expenditures and social expenditures were
the causative of economic growth. Thus, the growth of these countries’ economies will
positively affect social expenditures. The implementation of policies to increase social
expenditures by countries whose economies are developing will increase demand,
which will revive the markets.

In the literature, no study was found that examined the relationship between social
spending and economic growth for eight Central European countries. This study found
that social spending, which helps the growth of the eight Central European countries,
will increase the welfare level of the countries. Along with this study, which is impor-
tant in terms of contributing to the literature, social expenditures are a factor that will
contribute to the development of countries.

Failure to address social spending while determining the policies to increase eco-
nomic growth runs the risk of not reaching the desired growth figures in the economy.
Therefore, policymakers also need to develop policies for social expenditures while
shaping economic growth policies. In particular, such policies, which will increase
demand, will also allow for the revival of the markets.

Policies to be developed for education expenditure, which is one of the social ex-
penditures that are directly related to social welfare, will affect the welfare of the soci-
ety in the short term. In addition, considering that spending on education has an ef-
fect that will reduce crime in society, the grounds for raising better quality individuals
in society will be established.

The support share to be allocated for health expenditure, which represents a sig-
nificant part of social expenditures, will enable individuals to be more effective with-
in the social system, such as the positive effects it creates in educational institutions.
Healthy individuals are important parts of the system in terms of being productive
and positively affecting the production system. While diseases prevent individuals
from performing their duties in the social and economic system, they may also cause
incompatibilities and delays within the system in terms of functionality. For this rea-
son, the social expenditure on health institutions actually serves to make every insti-
tution that the individual belongs to become more functional.

Finally, social protection expenditure, another aspect of social expenditure, is also
important for the functionality of both the social and economic systems. Aid policies
developed within the system are especially necessary for individuals who need pro-

16
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tection. The reason behind the orientation towards policies regarding social protec-
tion expenditures around the world is the need to protect individuals from the effects
of the globalization of neoliberal policies on the flexibility of markets. Consequently,
the active participation of the individual in the production and consumption processes
within the economic system is essential for the welfare of the country. It is known that
the degree of development of a country results from the well-being of the individuals
living in that country. Thus, social spending on the welfare of individuals will posi-
tively affect the economic and social development of the country.
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Dynamiczne powigzania miedzy wydatkami
socjalnymi a wzrostem gospodarczym: najwazniejsze
whioski dla krajéw Europy Srodkowej

Rola panistwa w systemie neoliberalnym jest omawiana w ramach koncepcji opraco-
wanych dla wydatkéw spotecznych. W zwigzku z tym pytanie, czy paristwo powinno
pozostawac bierne, czy tez udziela¢ obywatelom potrzebnego wsparcia, uksztattowa-
to pismiennictwo dotyczace zagadnienia wydatkéw socjalnych. Uwaza sie, ze wzrost
wydatkéw socjalnych wptywa na wydatki publiczne, a wydatki publiczne moga po-
$rednio powodowac deficyty budzetowe. Ponadto moéwi sie, ze w okresach wzro-
stu gospodarczego nastepuje spadek wydatkéw socjalnych. Wszystko to wskazuje,
ze teoria méwiaca, ze dla realizacji wzrostu gospodarczego panistwo potrzebuje za-
réwno producentéw, jak i konsumentéw, zostata zepchniety na dalszy plan. Analizy
relacji miedzy wydatkami socjalnymi a wzrostem gospodarczym sg argumentami po-
twierdzajacymi stusznosc tego stwierdzenia.

Celem niniejszego opracowania jest empiryczna analiza dtugookresowego zwiaz-
ku miedzy wzrostem gospodarczym a wydatkami socjalnymi osmiu panstw Europy
Srodkowej oraz zwiazku przyczynowego dla lat 1999 i 2019. Za pomoca badan empi-
rycznych ustalono zwigzek kointegracji miedzy wzrostem gospodarczym a wydatkami
socjalnymi. Na podstawie wynikéw analizy przyczynowosci stwierdzono, ze istnieje
dwukierunkowa zalezno$¢ miedzy wzrostem gospodarczym a wydatkami socjalnymi.
Sugestie dla polityki sg podane w koricowej czesci artykutu.

Stowa kluczowe: wydatki socjalne, wzrost gospodarczy, ekonomia polityczna,
panstwa Europy Srodkowej, dane panelowe
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Abstract

The aim of the article is to assess institutional quality in 28 EU Member States and
to examine the relationship between the quality of institutions and FDI inward stock
as % of GDP. This study is structured as follows. Firstly, we reviewed studies dedicat-
ed to the relationship between institutional quality and investment attractiveness.
Then, we discussed FDI inflow into the EU countries and selected diagnostic variables
that later served as the basis for our research in which we used categories of the Glob-
al Competitiveness Index. Based on rankings and using statistical methods, in the next
stage, we divided the EU Member States into groups representing similar institutional
quality. Then we investigated the relationships between groups of countries similar
to one another when it comes to institutional quality and groups of countries ranked
in ascending order by the value of foreign direct investment inflow measured as FDI
inward stock as % of GDP.

The study demonstrated that the EU Member States differ with respect to institution-
al quality. The results of the statistical analysis have provided grounds to positively
verify the hypothesis about a positive relationship between the level of institutional
quality and investment attractiveness.
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Introduction

The answer to the question of why a country is an attractive investment destination
for a company seems quite straightforward: firms choose the investment location that
involves the highest expected profitability and reduces the riskiness and uncertain-
ty of the investment. But what does it really mean? What exactly do the companies
consider? The subject-matter literature highlights a number of different determinants
of foreign direct investment (FDI) inflow. Their usual catalog includes the size and
growth potential of the host market, economic stability, the degree of openness of the
host economy, and income level, government spending, corporate tax rate, human cap-
ital and political stability, level of development, and the quality of institutions (Walsh,
Yu 2010, p. 4; O’Meara 2015, p. 2; Chanegriha, Stewart, and Tsoukis 2017, pp. 759-776;
Dellis, Sondermann, and Vansteenkiste 2017, p. 19). The last one is increasingly more
often the main subject of research.

Scholarly interest in the institutional determinants of FDI coincides with the grow-
ing body of literature that has focused on governance and economic development (Bu-
chanan, Le, and Rishi 2012, p. 81). It indicates, inter alia, that institutional quality (IQ)
significantly differs for countries at different levels of economic development (Jabri,
Brahim 2015, pp. 2001-2012; Bailey 2018, pp. 139-148). Usually, it is higher in devel-
oped economies than in emerging markets or developing countries. The subject-mat-
ter literature mostly claims that “a certain optimal level of institutional development
is a prerequisite for the materialization of the growth-enhancing effect of FDI” (Ye-
boua 2020, p. 2) and that the host country’s IQ “affects profitability, and institution-
ally strong countries can attract foreign investors by offering high returns” (Sabir
etal. 2019, p. 4). In other words, countries in which IQ is higher can attract more cap-
ital, and poor-quality institutions hinder FDI inflow, acting like a tax and therefore
are a cost to FDI (Buchanan, Le, and Rishi 2012, p. 82).

The principal goal of the article is to assess institutional quality in 28 EU Member
States and to examine the relationship between IQ and FDI inward stock as % of GDP.
To achieve this goal, we used various statistical methods, i.e., k-means clustering, hi-
erarchical cluster analysis, contingency analysis, descriptive statistics, normality plots
with tests, and M-estimators. The hypothesis states that there is a positive relationship
between the level of institutional quality and investment attractiveness of EU coun-
tries measured with the value of FDI inward stock as % of GDP.

This study is structured as follows. Firstly, we reviewed studies dedicated to the re-
lationship between IQ and investment attractiveness. Then, we discussed FDI inflow
into the EU countries and selected diagnostic variables that later served as the basis for
our research in which we used categories of the Global Competitiveness Index. In the
next stage, we divided the EU Member States into groups representing similar IQs.
Then we investigated the relationships between groups of countries similar to one an-
other when it comes to IQ and groups of countries ranked in ascending order by the
value of FDI inflow measured as FDI inward stock as % of GDP.
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The article sheds more light on the discussion about the relevance of IQ as a fac-
tor that determines FDI inflow. The added value of this article is derived from group-
ing 28 EU Member States based on their similarity regarding IQ and demonstrating
that it impacts the size of FDI inflow. We proposed an original set of indicators for
these countries that help in identifying their IQ. The results from this study are use-
ful for policymakers. Our findings make it possible to formulate policy implications
that stress the role of IQ as an important determinant in attracting FDI inflows.

Literature review

The history of research studies conducted by economists and experts in management,
international economics, and international business in the pursuit of understand-
ing the factors that impact the location decisions of enterprises with foreign capital
is a long-standing one. Nielsen, Asmussen, and Weatherall (2017, pp. 62-82) made
an overview of 153 studies published in renowned scientific journals over the period
1976-2015 that were devoted to determinants of location choices made by MNEs. Their
authors focused predominantly on the relationship between location choices and some
attributes of the host country’s economy, e.g., the size of its domestic market, taxes,
salaries and wages, infrastructure, human capital resources, and the quality of the in-
stitutional framework. We decided to concentrate on the last one.

Institutions can be seen from diverse perspectives, as can the factors that impact
their quality (Alonso and Garcimartin 2013, pp. 206-226; Kuncic¢ 2014, pp. 135-161;
Lehne, Mo, and Plekhanov 2014, pp. 1-22; Grabowski and Self 2020, pp. 1-12). The
multiplicity of research approaches to the issue is stressed by Rodriguez-Pose (2013,
p. 1037), who argued that “defining institutions is notoriously difficult and the cur-
rent literature on the topic does not agree on a common definition”. The same can
be said about measuring IQ across different territorial contexts. For instance, in our
analysis, we rely on the approach adopted by the World Economic Forum. Since 1979,
it has published the Global Competitiveness Index (GCI), with IQ being one of its
key pillars. As with any other such measures, these indicators are also imperfect and
can be approached critically, but in our opinion, they represent the most comprehen-
sive and measurable set of variables that capture IQ and are one of the best measures
available.

The impact of institutional quality as a location factor that can stimulate or discour-
age FDI inflows was already indicated by Dunning (1980) in his eclectic paradigm.
Later, many scholars dealt with these issues, most frequently demonstrating that better
institutions in host countries help attract more FDI inflows (Tun, Azman-Saini, and
Law 2012; Ullah, Khan 2017, pp. 1030-1050). According to Stachowiak (2007, p. 47),
institutional differences between countries can be sources of comparative advantage
because some activities are more institution-intensive than others, which may gener-
ate increased trade and capital flows. Multinational companies will be seeking to ex-
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ploit the above-mentioned comparative advantage of a given country by which they
will contribute to the growth of FDI.

Researchers agree that institutions — be it regional, national, or even supranation-
al - shape the nature of business by providing the framework of opportunities and con-
straints within which economic activity takes place (Nielsen, Asmussen, and Weath-
erall 2017, pp. 62-82), which implies that the quality of the host country’s institutions
should impact FDI location decisions. Thus, countries planning to attract more for-
eign capital should provide an appropriate institutional environment, e.g., in terms
of political stability, property rights, or low levels of business uncertainty and risk.
Moreover, according to many researchers, a higher IQ means that the consumer mar-
ket of the country in question is more active and efficient, and consumer demand en-
sures the profitability of the investment projects carried out in this country (Aibai
etal. 2019, p. 3278).

On the other hand, poor institutional quality can be an obstacle to FDI inflows, as it
represents a threat to the investment and increases the cost of doing business (Aziz
2018, p. 111). Avoiding problems with regulatory, bureaucratic, and judicial hurdles,
property rights, enforceable contracts, or performance and content requirements will
be seen as positive by foreign investors; however, one needs to bear in mind that brib-
ery and corruption are obviously more invasive in emerging markets than in devel-
oped economies (Dumludag 2009, p. 28).

While we can find in the subject-specific literature devoted to developing countries
a broad consensus around the assertion that institutional quality is important to at-
tract FDI, for developed countries, the claim is not so obvious (Dellis, Sondermann,
and Vansteenkiste 2017, p. 6). Remarkably, researchers’ attention is usually focused
on developing and transitioning countries (Jabri, Brahim 2015, pp. 2001-2012), while
developed economies are rarely examined in this context. In addition, the impact of IQ
on FDI inflows is rarely investigated in parallel for developed and developing coun-
tries (Peres, Ameer, and Xu 2018, pp. 626-644).

The relationship between IQ and FDI inflows is illustrated in the literature by many
factors, such as a political regime (Madani and Nobakht 2014, pp. 75-82; Moon 2019,
pp- 1256-1277), corruption (Tiredi 2018, pp. 151-172), tax policies (Ade, Rossouw,
and Gwatidzo 2021, pp. 55-77), intellectual property rights (Hammami 2019, pp. 861-
871), quality of the educational system (Miningou and Tapsoba 2017), security (Es-
sien et al. 2015), public and private sector transparency (Seyoum and Manyak 2009,
pp- 187-206), government effectiveness (Sedik 2012), and even political parties (Bell-
inger and Son 2018, pp. 712-731). Most works reveal positive relationships between
IQ and FDI; however, there are studies in which a set of institutional factors is sta-
tistically non-significant for attracting FDI flows, e.g., control of corruption and the
rule of law (Bayar and Alakbarov 2016, pp. 303-308; Abdella, Naghavi, and Fah 2017,
pp- 32-38), the quality of democracy, and political instability (Madr and Kouba 2015,
pp- 2017-2026), government effectiveness (Jur¢i¢, Franc, and Barisi¢ 2020, pp. 44-57),
or economic freedom (Subasat, Bellos 2011, pp. 2053-2065).
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Due to the multiplicity of factors that shape IQ, the literature on its impact upon
FDI can be divided into three strands (Kurul and Yalta 2017, pp. 1-10). The first strand
mainly focuses on identifying the effects of a specific institutional dimension, such
as the influence of corruption or political regimes on FDI. The second strand analyz-
es the importance of different dimensions of IQ. Finally, the third strand explores the
effect of a composite institutional indicator, which is constructed by combining dif-
ferent dimensions of institutional variables.

The relationship between institutional quality
and FDI inflow

The principal goal of the study is to assess the relationship between the inflow of for-
eign direct investment and the institutional quality of countries. The study was based
on statistical data for 28 EU Member States.! The empirical part consisted of three
stages. In the first stage, based on the in-depth literature review, we selected vari-
ables that, to the best of our knowledge, best describe institutional quality. Partial
indicators (20 variables) for 28 EU Member States were taken from the Global Com-
petitiveness Index database. In the second stage, using statistical methods of cluster
analysis (i.e., k-means clustering, hierarchical cluster analysis), we identified countries
of similar institutional quality. Based on that, we divided the EU Member States into:
(1) five groups of countries similar to one another regarding institutional quality and
(2) four groups of countries ranked in ascending order by the value of foreign direct
investment inflow measured as FDI inward stock as % of GDP. In this case, we used
UNCTAD data. In the last stage of the study, we investigated the relationships be-
tween them. The results allowed us to verify the hypothesis that there is a positive
relationship between institutional quality and investment attractiveness of countries
measured with the value of FDI inward stock as % of GDP.

The European Union is often seen by investors as one entity, even though the Mem-
ber States differ greatly from each other regarding their ability to attract FDI. The UK,
the Netherlands, Germany, Ireland, and France are the most effective at successfully
competing for foreign investors. In 2018, the total value of the FDI inward stock exceed-
ed almost twice the value of FDI stock in all the other countries covered by the study
taken together (UNCTAD 2019). However, the values look different when we consider
the FDI inward stock as % of GDP. Then, we see that Cyprus and Malta are the undis-
puted leaders (respectively, 1716% and 1416%). Ireland, Luxembourg, the Netherlands,
and Belgium managed to attract FDI stock equivalent of more than 100% of their GDP.
At the bottom of the ranking is Greece, with a share of FDI stock in GDP of ca. 16%
(UNCTAD 2019). It is difficult to find regularities in this ranking that would address,
e.g., the impact of the size of the country or EU membership experience.

1 Due to the period covered by the analysis (2018-2019), the UK is included in the study.
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As mentioned, in the first stage, we made a preliminary data analysis. The study
was conducted for the years 2018-2019 based on 20 partial indicators selected from
the Global Competitiveness Index (GCI) for 28 EU Member States (a detailed descrip-
tion of variables is given in the Appendix, Tab. Al). The structure of the study ensured
comparability of values of individual indicators that, in addition, provided a detailed
description of institutional quality in selected countries. The relatively short time ho-
rizon and, consequently, the inability to carry out a panel study was a clear disadvan-
tage of the exercise. The timeframe limitation was forced by the fact that in 2017, the
GCI index methodology underwent many changes, meaning that results from before
2017 cannot be put together with indices for later years. Hence, the short time series
determined the choice of statistical methods applied in the study.

Among the variables selected for the analysis, the following were the most differen-
tiated: homicide rate, the efficiency of the legal framework in challenging regulations,
and the efficiency of the legal framework to settle disputes. On the other hand, the least
dispersion (statistically insignificant) amongst the EU Member States was observed
for two variables: terrorism incidence and World Press Freedom Index. Most varia-
bles exhibited weak asymmetry, meaning that the frequency distributions around the
mean were close to a symmetrical distribution. Thus, for the majority of variables (17),
we were dealing with symmetrical distributions with little differentiation of results,
and thus the use of the arithmetic mean to evaluate them can be considered correct
at a substantive level (see Tab. 1). Exceptions were observed for only three variables
characterized by very strong asymmetry and kurtosis of the distribution: homicide
rate, terrorism incidence, and quality of land administration index.

Table 1. Descriptive statistics of institutional quality variables for 28 EU Member States in 2018-2019

Std Coefficient
Mean . Skewness Kurtosis Range of variation
Deviation
(%)
Organized crime (1-7) 5.33 0.65 -0.70 2.15 3.21 12.25
Homicides per 100,000 1.35 1.08 2.68 8.08 497 80.12
population
Terrorism incidence (O = very high; | 97.00 9.55 -4.76 23.81 | 50.00 9.85
100 = no incidence)
Reliability of police services (1-7) 5.17 0.84 -0.16 -0.74 3.31 16.29
Social capital (0-100, high) 54.92 6.66 -0.14 -1.44 |21.24 12.13
Open Budget Data score 62.09 17.36 -1.33 3.57 |84.68 27.96
(0-100, best)
Judicial independence (1-7) 4.71 1.23 -0.06 -1.27 4.04 26.11
Efficiency of legal framework 3.54 1.09 0.33 -1.19 3.60 30.79
in challenging regulations (1-7)
World Press Freedom Index 80.38 6.87 -0.34 -0.57 |26.83 8.55
(0 = most free; 100 = least free)
Burden of government regulation 3.32 0.79 0.19 -0.86 2.94 23.86
(1-7)
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Efficiency of legal framework 3.85 1.17 0.15 -1.11 3.97 30.42
to settle disputes (1-7)

E-Participation Index (0-1, best) 0.80 0.11 -0.31 -0.65 0.39 14.07
Future orientation of government 3.81 0.90 0.21 -0.60 3.61 23.71
(1-7)

Corruption Perception Index 64.55 14.09 0.19 -1.38 |[45.00 21.83
(0 = highly corrupt; 100 = very

clean)

Property rights (1-7) 499 0.92 0.03 -1.26 3.02 18.39
Intellectual property protection 5.05 0.87 -0.09 -1.06 3.22 17.25
(1-7)

Quality of land administration 22.73 5.05 -2.04 5.67 | 24.00 22.21
index (0-30, best)

Strength of auditing and account- 5.20 0.75 -0.04 -1.08 2.75 14.42
ing standards (1-7)

Extent of conflict of interest 5.98 1.03 0.67 1.41 4.70 17.29
regulation (0-10, best)

Extent of shareholder governance 6.54 0.82 -0.10 -0.06 3.30 12.54

(0-10, best)

Source: own elaboration based on the Global Competitiveness Index (GCl).

In the second stage of the analysis, using cluster analysis methods, we tried

to select countries of similar institutional quality assessed based on 20 partial

indicators included in Table 1. Using the k-means algorithm,? we distinguished

two clusters (Tab. 2).

Table 2. Allocation to clusters based on the k-means algorithm for the 28 EU Member States

in 2018-2019
Country Cluster Distance

Austria 1 2.493
Belgium 1 3.126
Bulgaria 2 3.813
Croatia 2 3.331
Cyprus 2 2.609
The Czech Republic 2 2.807
Denmark 1 1.629
Estonia 1 3.069
Finland 1 3.358
France 1 3.169
Germany 1 2.478
Greece 2 4.277
Hungary 2 3.163
Ireland 1 3.075
Italy 2 3.532
Latvia 2 2.597

2 Find more: Tan, Steinbach, Kumar 2006, pp. 125-157.
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Table 2. (continued)

Country Cluster Distance
Lithuania 2 4,563
Luxembourg 1 3.978
Malta 2 5.104
The Netherlands 1 2.533
Poland 2 2.005
Portugal 2 5.813
Romania 2 1.830
Slovakia 2 3.062
Slovenia 2 2.671
Spain 2 3.834
Sweden 1 1.782
United Kingdom 1 3.084

Source: own elaboration (calculations made in PS IMAGO).

The first cluster consists of 12 countries, i.e., Austria, Belgium, Denmark, Es-
tonia, Finland, France, Germany, Ireland, Luxembourg, the Netherlands, Sweden,
and the United Kingdom. These are mainly the so-called ‘old” EU Member States
(with the exception of Estonia®), most of them situated in the northern part of the
continent. The remaining sixteen EU Member States, i.e., mainly the so-called
‘new’ EU Member States and the countries of Southern Europe, are brought to-
gether in the second cluster.

Attention needs to be paid to the analysis of the basic descriptive characteristics
presented in Table 3, which unambiguously shows that the descriptive statistics for
countries of the first group of clusters, representing similar institutional quality, are
higher for most variables. It means that their IQ is higher than that of countries from
the second cluster.

Division into only two groups, however, is too general to carry out an in-depth anal-
ysis of the relationship between the IQ and investment attractiveness measured with
the inflow of FDI. For this reason, in the next stage of the study, we deployed the hier-
archical cluster analysis used to detect objects that are similar with regard to specific
features in a set of data (Lasek 2002; James et al. 2014).

3 Estonia is the undisputed leader in institutional quality amongst the so-called ‘new’ EU Member
States (see Dorozynski, Dobrowolska, and Kuna-Marszatek 2020, pp. 91-110).
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Dendrogram using Ward Linkage
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Figure 1. Dendrogram for 28 EU Member States obtained using the Ward method (Ward'’s linkage)
Source: own elaboration.

Using the Ward method, we obtained a dendrogram revealing a hierarchical struc-
ture of a set of objects sorted from the most to the least similar. Thus, we were able
to distinguish two principal clusters of the EU Member States that differ in institution-
al quality and, at the same time, divide the population covered by the study in a more
detailed way. Thus, out of the investigated set of 28 EU Member States, we distin-
guished the five following groups (Figure 1):

— group 1: Denmark, Sweden, Austria, France, Germany, the Netherlands,

— group 2: Belgium, Estonia, Finland, Ireland, Luxembourg, United Kingdom,

— group 3: Croatia, Poland, Bulgaria, Italy, Greece, Portugal,

— group 4: Slovenia, Spain, Malta,

— group 5: Hungary, Slovakia, the Czech Republic, Romania, Cyprus, Latvia, Lith-

uania.

To compare IQ within the above-distinguished groups, we created a ranking based
on the arithmetic mean for each of the 20 partial variables (see Appendix, Tab. A2),
where the best value from the point of view of the evaluation of IQ was given 5 and
the worst, 1. Next, the results were corrected using weights assigned to each variable
in the overall evaluation of the ‘institutional quality’ pillar of the GCI index. Nota-
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bly, the ranking of 20 variables that describe IQ in the five distinguished groups given
in Table 4 clearly indicates that countries from groups 1 and 2 exhibit the highest in-
stitutional quality. Hence, the leaders are Denmark, Sweden, Austria, France, Germa-
ny, the Netherlands, Belgium, Estonia, Finland, Ireland, Luxembourg, and the United
Kingdom. They are followed by countries from groups 4 and 5. Members of group 3, i.e.,
Croatia, Poland, Bulgaria, Italy, Greece, and Portugal, are at the bottom of the rank-
ing, and their performance was assessed as the poorest in 13 out of 20 indicators.

Table 4. Ranking of institutional quality variables of the EU Member States in the years 2018-2019
by groups distinguished based on the dendrogram

Country Group (1-5_) Groupl Group2 Group3 Group4 Group5

Organized crime (1-7) 9.375 | 15.625 3.125 12.5 6.25
Homicides per 100,000 population 9.375 | 12.5 6.25 15.625 3.125
Terrorism incidence (O = very high; 6.25 9.375 3.125 12.5 15.625
100 = no incidence)

Reliability of police services (1-7) 12.5 15.625 3.125 9.375 6.25
Social capital (0-100, high) 62.5 37.5 25 50 12.5
Open Budget Data score (0-100, best) 15.625 | 12.5 6.25 3.125 9.375
Judicial independence (1-7) 12.5 15.625 3.125 9.375 6.25
Efficiency of legal framework 12.5 15.625 3.125 9.375 6.25
in challenging regulations (1-7)

World Press Freedom Index (0 = most 3.125 6.25 15.625 12.5 9.375
free; 100 = least free)

Burden of government regulation (1-7) 16.64 20.8 4.16 12.48 8.32
Efficiency of legal framework to settle 20.8 16.64 416 8.32 12.48
disputes (1-7)

E-Participation Index (0-1, best) 20.8 14.56 8.32 14.56 4.16
Future orientation of government (1-7) 50 62.5 12.5 375 25
Corruption Perception Index (0 = highly 62.5 50 12.5 37.5 25
corrupt; 100 = very clean)

Property rights (1-7) 16.64 20.8 4.16 12.48 8.32
Intellectual property protection (1-7) 16.64 20.8 4.16 12.48 8.32
Quality of land administration index 20.8 16.64 416 8.32 12.48
(0-30, best)

Strength of auditing and accounting 20.8 16.64 416 12.48 8.32
standards (1-7)

Extent of conflict of interest regulation 8.32 20.8 12.48 16.64 416
(0-10, best)

Extent of shareholder governance 20.8 416 12.48 16.64 8.32
(0-10, best)

Total points 418.49 404.97 | 151.99 323.78 199.88

Source: own elaboration (calculations made in PS IMAGO).

In the third stage, having grouped countries into clusters of the most similar in-
stitutional quality, we were able to find out about their cointegration with the inflow
of FDI measured as FDI inward stock as % of GDP. To this end, we transformed the
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EDI as % of GDP variable measured on a quantitative measurement scale into a vari-
able measured on an ordinal scale due to the clear deviation of this variable distribu-
tion from the normal distribution as suggested by both the results obtained from the
Shapiro-Wilk* test and the Q-Q plot with a trend.

Deviation in the distribution of the FDI inward stock as % of GDP variable from
the normal distribution is also confirmed by the descriptive statistics, in particular,
by the 5% trimmed mean, the confidence interval for the mean, the skewness ratio,
kurtosis, and the M-Estimators (see Tab. 5). Under the absence of homogeneity in this
collection, we divided the EU Member States into four groups ranked by the FDI in-
ward stock as % of GDP variable in ascending order based on position metrics, such
as quartiles.

Table 5. Statistics describing FDI inward stock as % of GDP in the EU Member States in the years
2018-2019

Descriptives Statistics Std. Error
Mean 130.0079 59.83729
95% Confidence Interval for Mean - Lower Bound 7.2319
95% Confidence Interval for Mean - Upper Bound 252.7838
5% Trimmed Mean 71.2374
Variance 100254.038
Std. Deviation 316.62918
Minimum 15.98
Maximum 1716.27
Range 1700.29
Interquartile Range 46.40
Skewness 5.001 441
Kurtosis 25.789 .858
Percentiles 25 33.2025
Percentiles 50 52.9050
Percentiles 75 79.6050

M-Estimators

Huber’s M-Estimator? 54.9188
Tukey'’s Biweight® 47.6765
Hampel’s M-Estimator® 50.3650
Andrews’ Wave! 47.5541

2 The weighting constant is 1.339.

b The weighting constant is 4.685.

¢ The weighting constants are 1.700, 3.400, and 8.500
4The weighting constants are 1.700, 3.400, and 8.500
Source: own elaboration (calculations made in PS IMAGO).

4 Statistics in the Shapiro - Wilk test is 0.321; df = 28, p = 0.0001.
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The groups of countries distinguished by the value of FDI based on quartiles and the
distribution by groups of institutional quality of 28 EU Member States allowed us to
create a cross table (Tab. 6). From the table, we can learn that countries representing
higher institutional quality usually attract more FDI inward stock as % of GDP.

Table 6. EU Member States allocation to groups of institutional quality
and FDI inward stock as % of GDP

Institutional quality groups
Group 3
HR,PL, Group4  C™OUP5  Total

HU, SK, CZ
BG,IT, SI, ES, MT N iy
EL, PT RO, CY, LV, LT

FDI inward stock Group 1 Group 2
as % of GDP DK, SE, AT, BE, EE, FlI,
FR,DE,NL IE, LU, UK

Group 1
CY, MT, IE, LU, NL,
BE, EE

Group 2

HU, SE, PT, CZ, UK,
BG

Group 3

LT, RO, PL, AT, HR,
LV, ES, SK

Group 4

EL, IT, DE, FI, FF,
DK, Sl

Total

Source: own elaboration.

To assess the strength of the correlation between the institutional quality category
of a country and the value of FDI inflow, we used the contingency coefficient. For the
examined sample, the coefficient amounts to 0.595.% It means that there is a significant
positive correlation® between the institutional quality category of a country and FDI
inward stock as % of GDP. The results of the above statistical analysis have provided
grounds to positively verify the hypothesis about a positive relationship between the
level of institutional quality and the investment attractiveness of countries measured
with the value of FDI inward stock as % of GDP.

5 Own calculations made using PS IMAGO.

6 The direction of the relationship was assessed based on the distribution of data in the contingen-
cy table (Table 6) and the ranking of variables describing institutional quality of the EU Member
States (Table 4).
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Conclusion

The principal scientific goal of the study was to evaluate the relationship between the
inflow of foreign direct investment and the institutional quality of countries. As men-
tioned above, there is a long list of location-specific attributes that impact foreign direct
investment inflow. The dominant view is that countries with better institutional qual-
ity can attract more FDI. Poor quality institutions hinder FDI inflow, acting as a bar-
rier to foreign investors unwilling to invest in countries where institutions encour-
age, e.g., corruption or nepotism. However, there are researchers who did not observe
any clear relationship between institutional performance and FDI inflow. Ambiguous
and sometimes even contradictory conclusions are, in our opinion, the fundamental
reason why in-depth studies on the role of institutions in attracting foreign investors
should be conducted.

In our case, the institutional performance of 28 EU Member States was assessed
based on the Global Competitiveness Index. Measuring institutional quality remains
problematic for many researchers as there is no coherent measure. This is why we tried
to develop our own measure, built of 20 partial variables from the first pillar of the
GCI ‘Institutions’. All of the selected indicators help assess the institutional system
of a given country from the point of view of, inter alia, institutions’ interference in the
economy, and the efficiency, transparency, and quality of administration.

In the group of countries covered by the study, Finland is the undisputed leader
when it comes to the quality of institutions. Simultaneously, it turned out that the ex-
amined countries can be divided into five groups representing similar institutional
quality. Using the hierarchical cluster analysis, we selected five such groups. The in-
stitutional quality leaders among the 28 EU Member States are Denmark, Sweden,
Austria, France, Germany, the Netherlands, Belgium, Estonia, Finland, Ireland, Lux-
embourg, and the United Kingdom. The group of the institutional “outsiders” is rep-
resented by both the ‘old” and ‘new’ EU Member States, i.e., Croatia, Poland, Bulgaria,
Italy, Greece, and Portugal. Poland is the only economy that is not in Southern Eu-
rope.

Surprisingly, there is a relatively big difference between the leaders of institutional
quality and the group of institutional ‘outsiders’ in the ranking. The scores for coun-
tries from groups 1 and 2 are almost three times higher than those for group 3 (see
Tab. 4). Groups 1 and 2 consist almost exclusively of the ‘old” EU Member States. Es-
tonia, the leader amongst countries of Central and Eastern Europe in institutional
quality rankings, is the only exception here (see Dorozynski, Dobrowolska, and Ku-
na-Marszalek 2020, pp. 91-110).

When it comes to FDI inward stock as % of GDP, we have found that Cyprus and
Malta are at the top of the ranking, followed by Ireland, Luxembourg, the Nether-
lands, and Belgium, which managed to attract FDI stock equivalent to more than
100% of their GDP. Using various statistical methods, we examined the relationship
between institutional quality and FDI inflow. It turned out that there is a statistically
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significant relationship between the level of institutional quality and investment at-
tractiveness of countries measured with the value of FDI inward stock as % of GDP.
This means that relatively poor institutional quality may have a negative impact on the
inflow of FDI.

The study has implications for research and practice. The results will be of interest
to policymakers and may have an application value for institutions. An efficient and
effective institutional system may importantly contribute to boosting the investment
attractiveness of countries and impact FDI flows.

The limitation of the study is its relatively short time horizon and, consequently, the
inability to deploy more sophisticated quantitative instruments and measures. Hence,
the short time series determined the choice of statistical methods applied in the study.
The future research agenda should focus on solving the problem of limited data in or-
der to be able to employ, e.g., panel data analysis.
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Jakosc instytucjonalna i jej wptyw na zagraniczne
inwestycje bezposrednie: przyktad panstw
cztonkowskich Unii Europejskiej

Celem artykutu jest ocena jakosci instytucjonalnej w 28 panstwach cztonkowskich UE
oraz proba oceny zaleznosci pomiedzy jakoscig instytucjonalng a poziomem naptywu
zagranicznych inwestycji bezposrednich (ZIB). Opracowanie ma nastepujacg struktu-
re. Po pierwsze, dokonaliémy przegladu badan poswieconych zwigzkom miedzy ja-
kosciag instytucjonalng a atrakcyjnoscia inwestycyjna. Nastepnie oméwiliSmy naptyw
ZIB do krajow UE i wybrali$my zmienne diagnostyczne, ktére postuzyty za podstawe
do dalszej analizy. W tym celu postuzyli$my sie miernikami Globalnego Indeksu Konku-
rencyjnosci. W kolejnym etapie wykorzystujac rankingi i metody statystyczne podzie-
lilismy panstwa cztonkowskie UE na grupy o zblizonym poziomie jakosci instytucjonal-
nej. Nastepnie zbadali$my zaleznosci miedzy podobnymi do siebie grupami krajéw oraz
grupami panstw uszeregowanych wedtug wartosci naptywu ZIB jako % PKB.

Badanie wykazato, ze panstwa cztonkowskie UE réznia sie wyraznie pod wzgle-
dem jakosci instytucjonalnej. Wyniki analiz statystycznych daty podstawe do pozy-
tywnej weryfikacji hipotezy o pozytywnym zwigzku miedzy poziomem jakosci instytu-
cjonalnej a atrakcyjnosciag inwestycyjna.

Stowa kluczowe: ZIB, instytucje, jakos¢ instytucjonalna, hierarchiczna analiza
skupien, panstwa cztonkowskie Unii Europejskiej
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Appendix

Table Al. Descriptions and names institutional quality indicators

Name
of variable
Business costs
of organized
crime

Description

Response to the survey question “In your country,
to what extent does organized crime (mafia-oriented
racketeering, extortion) impose costs on businesses?”

Scale

[1 = to a great extent, im-
poses huge costs; 7 = not
at all, imposes no costs]

Homicide rate

Number of intentional homicides.

per 100,000 population

Terrorism inci-
dence

Assesses the frequency and severity of terror attacks.

The scale ranges from
0 (highest incidence)
to 100 (no incidence)

Reliability
of police ser-
vices

Response to the survey question “In your country,
to what extent can police services be relied upon
to enforce law and order?”

[1=notatall;
7 = to a great extent]

es of the government, individuals, or companies?”

Social capital Score on the Social Capital pillar of the Legatum Pros- | The scale ranges from
perity Index™, which assesses social cohesion and en- | 0 (low) to 100 (high)
gagement, community and family networks, and po-
litical participation and institutional trust.

Budget trans- | Assesses the amount and timeliness of budget infor- | The scale ranges from

parency mation that governments make publicly available. 0 (low) to 100 (best)

Judicial inde- Response to the survey question “In your country, [1 = not independent

pendence how independent is the judicial system from influenc- | at all; 7 = entirely inde-

pendent]

Efficiency of le-
gal framework
in challenging
regulations

Response to the survey question “In your country,
how easy is it for private businesses to challenge gov-
ernment actions and/or regulations through the legal
system?”

[1 = extremely difficult;
7 = extremely easy]

Freedom of the
press

Score on the World Press Freedom Index, which
measures the level of freedom available to journalists.

The scale ranges from O
(good) to 100 (very bad)

Burden of gov-
ernment regu-
lation

Response to the survey question “In your country,
how burdensome is it for companies to comply with
public administration’s requirements (e.g., permits,
regulations, reporting)?”

[1 = extremely burden-
some; 7 = not burden-
some at all]

Efficiency of le-
gal framework
in settling dis-
putes

Response to the survey question “In your country,
how efficient are the legal and judicial systems for
companies in settling disputes?”

[1 = extremely ineffi-
cient; 7 = extremely ef-
ficient]

E-Participation

Score on the E-Participation Index, which assesses
the use of online services to facilitate the provision
of information by governments to citizens.

The scale ranges from
0to 1 (best)
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Name
of variable
Future orienta-

tion of govern-
ment

Description

Average of the responses to the following four Ex-
ecutive Opinion Survey questions: 1) “In your coun-
try, how fast is the legal framework of your country
in adapting to digital business models (e.g., e-com-
merce, sharing economy, fintech, etc.)?”; 2) “In your
country, to what extent does the government ensure
a stable policy environment for doing business?”;

3) “In your country, to what extent does the govern-
ment respond effectively to change (e.g., techno-
logical changes, societal and demographic trends,
security and economic challenges)?”; and 4) “In your
country, to what extent does the government have
a long-term vision in place?”.

Scale

[1 = not fast at all;
7 = very fast]
For the last three ques-

tions, the answer ranges

from 1 (not at all) to
7 (to a great extent).

Incidence
of corruption

Score on the Corruption Perceptions Index, which
measures perceptions of corruption in the public sec-
tor. This is a composite indicator.

The scale ranges from
0 (highly corrupt)
to 100 (very clean)

Property rights

Response to the survey question “In your country,
to what extent are property rights, including financial
assets, protected?”

[1=notatall;
7 = to a great extent]

Intellectual
property pro-
tection

Response to the survey question “In your country,
to what extent is intellectual property protected?”

[1=notatall;
7 = to a great extent]

Quality of land
administration

Score on the quality of land administration index,
which assesses the reliability of infrastructure, trans-
parency of information, geographic coverage, land
dispute resolution, and equal access to property
rights.

The scale ranges from
0 to 30 (best)

Strength of au-

Response to the survey question “In your coun-

[1 = extremely weak;

diting and re- | try, how strong are financial auditing and reporting 7 = extremely strong]
porting stand- | standards?”

ards

Conflict of in- | Score on the extent of conflict of interest regulation | The scale ranges from

terest regula-
tion

index, which measures the protection of sharehold-
ers against directors’ misuse of corporate assets for
personal gain.

0 to 10 (best)

Shareholder
governance

Score on the extent of shareholder governance index,
which measures shareholders’ rights in corporate
governance.

The scale ranges from
0 to 10 (best)

Source: own elaboration based on GCl.
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Table A2. Mean value of institutional quality variables of the EU Member States
in the years 2018-2019 by groups distinguished based on the dendrogram
Group1l Group2 Group3 Group4 Group5

Country G 1-5
ountry Group (1-5) Mean Mean Mean Mean Mean

Organized crime (1-7) 5.37 5.93 4.71 5.54 5.23
Homicides per 100,000 population 0.96 1.52 0.91 0.77 2.18
Terrorism incidence (O = very high; 97.48 97.69 91.09 99.65 99.93
100 = no incidence)

Reliability of police services (1-7) 5.69 6.04 4.47 5.35 4.49
Social capital (0-100, high) 60.84 59.22 49.36 59.84 48.82
Open Budget Data score (0-100, best) 70.51 67.31 56.41 56.39 57.69
Judicial independence (1-7) 5.79 6.09 3.57 4,03 3.88
Efficiency of legal framework in challenging 4,51 472 2.54 3.16 2.72
regulations (1-7)

World Press Freedom Index (0 = most free; 86.40 85.31 73.15 77.54 78.41
100 = least free)

Burden of government regulation (1-7) 3.88 4.03 2.59 3.06 2.96
Efficiency of legal framework to settle 5.10 4.90 2.50 3.44 3.21
disputes (1-7)

E-Participation Index (0-1, best) 0.88 0.85 0.82 0.85 0.66
Future orientation of government (1-7) 4.61 4.62 2.87 3.81 3.24
Corruption Perception Index (O = highly 80.00 78.17 52.17 58.00 53.07
corrupt; 100 = very clean)

Property rights (1-7) 5.81 6.02 4.01 4.71 4.35
Intellectual property protection (1-7) 5.83 6.02 414 4.73 4.47
Quality of land administration index 24.92 24.58 18.83 19.50 24.00
(0-30, best)

Strength of auditing and accounting standards 5.89 5.86 4.30 5.08 4.86
(1-7)

Extent of conflict of interest regulation 5.68 6.67 5.90 6.43 5.53
(0-10, best)

Extent of shareholder governance (0-10, best) 7.23 5.68 6.82 7.03 6.24

Source: own elaboration (calculations were made in PS IMAGO).
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Abstract

The purpose of this study is to determine the development trends of the major deter-
minants of the bank card market in eight countries of Central and Eastern Europe in the
period from 2010 to 2019. Continuing a study carried out in 2018, further compara-
tive analysis of the “Bank Cards Market Index” proposed earlier and based on a sys-
tem of interrelated indicators of bank payment cards, ATMs and POS-terminals, was
carried out. We provide an overview of the rankings of Ukraine, Belarus, Moldova,
Russia, Romania, Poland, Hungary, Slovakia using international ranking systems such
as “The Legatum Prosperity Index,” “Doing Business,” “The Index of Economic Free-
dom,” and the “Bank Cards Market Index.” Further studies of three international rank-
ing systems, as well as the “Bank Cards Market Index,” again confirmed the similarity
of the development models of the bank card market in Poland and Ukraine. To study
the impact of the digitalization of economics and Covid-19 on the bank card market,
a deeper analysis of two cases (Poland and Ukraine, as two similar bank card markets)
was carried out using the “Digital Evolution Index.” In the course of the research, it was
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concluded that the “Bank Cards Market Index” can be successfully used for further
research of the banking sector of different countries. Also, the growth trend of cashless
payments in the bank card market and the possible transformation of the market under
the influence of Covid-19, and the global digitalization of economics were noticed.
Taking into account the above trend, further studies of the system of interrelated in-
dicators of bank payment cards, ATMs, and POS terminals should be carried out using
the “Digital Evolution Index” or other international indexes that characterize the level
of digitalization of the economy in the researched countries.

Keywords: bank, Poland, Ukraine, bank cards, indicators, ranking of countries, index,
digital economy, digitalization

JEL: G15, G21, O12

Introduction

The ranking of Central and Eastern European Countries (CEECs) to assess the develop-
ment of the banking sector is one of the topics discussed in the academic literature. The
bank cards market of former socialist states, including Ukraine, Russia, Belarus, and
Moldova, and European Union members (Romania, Poland, Hungary, Slovakia) is di-
verse. This diversity can be considered an opportunity for cooperation between CEECs
to implement the best practices in different banking sectors, which is reflected in the
constantly increasing interest in this phenomenon from management scholars.

Klement et al. (2016, pp. 115-126) estimated the economic and business rank of Slo-
vakia, including an analysis of the position of some European Union countries. They
also gave specific recommendations for focusing on the position of Slovakia among
its closest competitor regions (i.e., the neighboring V4 countries of Poland, Hungary,
and the Czech Republic).

Following this line of investigation, Ramskyi et al. (2017, pp. 163-174) analyzed the re-
lationship between banking system transformation and the effective development of the
Ukrainian economy. They determined that Ukraine’s integration into the European Un-
ion was a way to strengthen the business environment. Based on evidence from Russian
firms on the German market and ways to solve them, Panibratov et al. (2018, pp. 106-122)
described the problems of entry modes and the liability of the effects of foreignness. They
expressed the idea that exporters and investors experience significant negative effects from
the lack of proper institutional and business knowledge of the host financial market.

In the paper about the bank cards market, Sobolieva-Tereshchenko (2018, pp. 25-
44) provided a comparative analysis and investigated the determinants of the estimate
for Ukraine and its neighboring countries in Central and Eastern Europe. Additional-
ly, specific recommendations for improving the position of Ukraine in the bank cards
market were given, using Poland’s experience.

The results of practical research of the development of the bank card market and
payment card industry can be found in the papers of Russian authors, including Fe-
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dorova, Dorozhkina, Cherkashnev (2016, pp. 58-63) and Khetagurov (2018, pp. 16-24),
among others. Meanwhile, a detailed study of the methodological and technological
development of the payment card industry can be found in the works of foreign schol-
ars, with the most significant results presented by Van and Linh (2019, pp. 7-16) and
Swiecka, Terefenko, and Paprotny (2020, pp. 5-13)

This study offers insights into the best European practice and the challenges of the bank
cards market between 2009 and 2019. It will guide the strategic and investigation reason-
ing by identifying the key trends and innovative solutions that allowed some participants
of the European bank cards market to be included in the ranking of countries.

The study is structured as follows: first, we provide an overview of existing international
methods such as “The Legatum Prosperity Index 2019,” “BDO International Business Com-
pass 2019,” and “The Index of Economic Freedom 2019,” emphasizing the context of mar-
kets in neighboring countries such as Belarus, Hungary, Moldova, Poland, Romania, Russia,
Slovakia and Ukraine. After that, we present the results of an empirical analysis of the bank
cards market. Then, we introduce the research settings, explain the rank method chosen,
and make conclusions, followed by a definition of the Bank Cards Market index (BCM In-
dex) and a further ranking of Ukraine and researched countries. Afterwards, we conduct
a comparative analysis of two cases (Poland and Ukraine) as two similar bank cards mar-
kets. Using this index method, we make conclusion about deepening the cooperation be-
tween Ukraine and Poland in the framework of Euro-integration that could contribute to an
increase in the development of the bank cards market developing of both countries.

Data, variables and methods

Small and medium enterprises enter the foreign market and face negative effects be-
cause of the lack of business knowledge about the operation of digital financial and
credit instruments such as bank payment cards. Information on an accessible network
of cash withdrawal points and non-cash payment points is very important for organ-
izing work with buyers and suppliers.

Accordingly, it is necessary to study the bank cards market in neighboring countries
to understand the potential for the development and digitalization of SME businesses.
The purpose of the research is to make a comparative analysis of the bank cards mar-
ket of Ukraine and neighboring countries to determine the connection between the
influence of credit-financial instruments on stimulating business development, digi-
talization, and the digital transformation.

This study is based on two data sets from 2010 to 2019. The first shows information
from the Legatum Prosperity Index, Doing Business, and Economic Freedom Index
surveys in Central and Eastern Europe, such as Hungary, Poland, Romania, Slovakia,
Belarus, Russia, Moldova and Ukraine.

The second data set is information from the website of the European Central Bank
and websites of the central banks of those countries. We used three indicators to make
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our own calculations based on data from the banks of these countries. These indicators
include information about bank cards, ATM and POS-terminals. Studying the two
data sets together, we can obtain a data set to understand the possibility of the bank
cards business development in each analyzed country.

The Legatum Prosperity Index™ provides the performance of 167 nations across 65
policy-focused elements, measured by almost 300 country-level indicators. The “Leg-
atum Prosperity Index survey makes the indexes a unique global benchmarking tool
for determining a country’s economic potential.

The Economic Quality pillar measures how well a state’s economy is equipped
to generate wealth sustainably and with the full engagement of its workforce. The
comparative analysis of the Rank of Economic Quality in CEECs over the ten years
is presented in Table 1.

Table 1. Legatum Prosperity Index for CEECs, 2010-2019

LP Country Economic Quality

Country ;010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Belarus 42 | 54 | 47 | 40 | 41 | 47 | 48 | 42 | 40 | 54
Hungary 57 | 56 | 59 | 60 | 59 | 54 | 53 | 57 | 44 | 31
Moldova 9 | 91 | 91 | 86 | 79 | 84 | 84 | 90 | 90 | 101
Poland 36 | 36 | 39 | 41 | 37 | 37 | 37 | 34 | 38 | 39
Romania 63 | 64 | 68 | 84 | 75 | 71 | 71 | 60 | 60 | 40
Russia 77 | 73 | 70 | 72 | 60 | 66 | 66 | 70 | 63 | 43
Slovakia 38 | 44 | 48 | 49 | 50 | 50 | 50 | 49 | 37 | 27
Ukraine 76 | 76 | 87 | 77 | 77 | 88 | 88 | 84 | 97 | 91

Source: Legatum Prosperity Index (2020).

According to the data in the table, between 2010 and 2019, Moldova and Ukraine had
the lowest Economic Quality ranking. The highest ranked country was Slovakia.

At the same time, for the majority of countries, 2015-2016 was the most stable peri-
od, according to the parameters of Legatum Prosperity Index, while the most non-sta-
ble period was the last two years. Between 2018 and 2019, the most volatile countries
were Romania (-20) and Russia (-20). The most stable country was Poland (+1).

The most well-known and popular methodology for assessing the establishment
and support of business is “Doing Business,” conducted by an international network
of public accounting, tax, consulting and business advisory firms which perform pro-
fessional services among 190 countries across all continents.

“Doing Business” is an annual report that studies the regulations that improve do-
ing business and those that constrain it. It presents quantitative indicators on business
regulation and the protection of property rights, which can be compared across 190
economies. It measures aspects of regulation that affect 11 areas of the life of a busi-
ness, and the indicators are used to analyze economic outcomes and identify the re-
sults of business reforms.
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Thus, the best conditions for business development in 2019 according to the “Do-
ing Business” Index Rank were in Russia (31* place), Poland (33™) and Belarus (37'"),
which can be a benchmark for Ukraine (71 Rank) on determination of the potential
of business development. Table 2 shows the attractiveness of Ukraine and other CEECs
in 2010-2019 according to the “Doing Business” Rank.

Table 2. “Doing Business” Index for CEECs, 2010-2019

Doing Business

Country ;010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Belarus 58| 91| 69| 58 | 63 | 57 | 44 | 37 | 38 | 37
Hungary 47 | 46 | 51| 54 | 54 | 54 | 42 | 41 | 48 | 53
Moldova 94 | 99 | 81| 83 | 78 | 63 | 52 | 44 | 44 | 47
Poland 72 | 59 | 62 | 55 | 45 | 32 | 25 | 24 | 27 | 33
Romania 55 | 65 | 72 | 72 | 73 | 48 | 37 | 36 | 45 | 52
Russia 120 | 124 | 120 | 112 | 92 | 62 | 51 | 40 | 35 | 31
Slovakia 53 | 43 | 48 | 46 | 49 | 37 | 29 | 33 | 39 | 42
Ukraine 142 | 149 | 152 | 137 | 112 | 96 | 83 | 80 | 76 | 71

Source: World Bank Group (2018; 2019).

As the table shows, in this period, the analyzed countries increased their rankings,
with the exception of Hungary (+6), which had the most negative dynamic. The most
volatile countries were Russia (-89) and Ukraine (-71). Ukraine has a very good pos-
itive dynamic; over ten years, the country improved its “Doing Business” rank from
142 in 2010 to 71 in 2019.

The “Index of Economic Freedom” methodology for assessing and supporting busi-
ness conducted among 180 countries in the World is also popular. It uses 12 indicators
to calculate the world rank for every country the index. The 12 indicators that make
up the economic freedom score are equally weighted in determining the rankings. Ta-
ble 3 presents the Index of Economic Freedom results for the period 2010-2019.

Table 3. Index of Economic Freedom for CEECs, 2010-2019

EF Economic Freedom

Country

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Belarus 487 | 479 | 490 | 48.0 | 50.1 | 49.8 | 48.8 | 58.6 | 58.1 57.9
Hungary 66.1 | 66.6 67.1 673 | 67.0 | 66.8 | 66.0 | 65.8 | 66.7 65.0
Moldova 53.7 | 55.7 | 544 | 555 | 573 | 575 | 574 | 58.0 | 58.4 59.1
Poland 63.2 | 641 | 642 | 66.0 | 670 | 68.6 | 693 | 68.3 | 685 67.8
Romania 642 | 647 | 644 | 651 | 655 | 66.6 | 65.6 | 69.7 694 | 68.6
Russia 50.3 | 50.5 | 50.5 | 511 519 | 521 | 50.6 | 571 58.2 58.9
Slovakia 69.7 | 69.5 670 | 68.7 | 664 | 67.2 | 66.6 | 657 65.3 65.0
Ukraine 464 | 458 | 461 | 46.3 | 493 | 469 | 46.8 | 48.1 51.9 52.3

Source: Miller, Kim, and Roberts (2019).
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According to Table 3, Ukraine had the worst Economic Freedom Rank among the
analyzed countries every year during the ten years. This indicator varied from 46.4
in 2010 to 52.3 in 2019. At the same time, the Economic Freedom Rank was high-
est in Romania (64.2 in 2010 and 68.6 in 2019) and Poland (63.2 in 2010 and 67.8
in 2019).

So, a comparative analysis of the economic and business conditions in CEECs to de-
termine the potential for business development shows that such ratings as “The Leg-
atum Prosperity Index,” “Doing Business,” and “The Index of Economic Freedom”
don’t allow us to fully define the potential economic development of the bank cards
market.

Empirical results and discussions

Every bank cards market in Central and Eastern Europe has different conditions. First
of all, countries need to adapt to the modern business environment for their economic
development and investment attractiveness. It is very important for them to under-
stand their place among other competing countries, which can be done based on rank-
ing data. Secondly, foreign companies that do business in other countries have a num-
ber of advantages. They can use information about the cards’ business environment
and high-quality supporting infrastructure combined with a convenient geographic
location, which can also be done based on ranking data. Third, the level of distribution
of non-cash payments using payment cards is one of the indicators of the development
of the global system of cashless payments and the banking system in general.

Thus, two main criteria were identified to assess the key indicators of the bank card
market: the existence of cards and the availability of support devices for cash with-
drawals and card payments. The first is focused mainly on the issue of bank cards,
and the second on the expansion of the number of POS-terminals and ATM net-
works.

The study was conducted in CEECs: Romania, Moldova, Hungary, Slovakia, Poland,
Belarus, and Russia. The countries were ranked in alphabetical order for the analy-
sis. A comparative analysis of the key indicators of the bank cards market among the
analyzed countries over the ten years is presented in Table 4.

A comparison of the population of Ukraine and the analyzed countries showed that
Poland is the closest indicator for Ukraine. All countries, except for Russia, have signif-
icantly smaller populations compared to Ukraine. Over the ten years, the population
increased in Russia but decreased in Hungary, Romania, and Ukraine. The popula-
tion of the other analyzed countries was relatively stable throughout the period.

Ukraine ranks third after Russia and Poland by the number of bank cards. The num-
ber of bank cards in Russia (285.8 ml. pcs) significantly exceeds the indicators of all
analyzed countries. The number of bank cards in Ukraine (42.2 ml. pcs) is slightly less
than in Poland (42.9 ml. pcs)
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According to 2019 data, the number of bank cards is greater than the population
in these three countries. The number of bank cards in Ukraine and Poland exceeds the
population insignificantly. In Russia, there are two times more bank cards than peo-
ple. Obviously, every adult in this country has two or three cards. On the one hand,
these cards have different specific functions, and on the other, the second and third
cards are used rarely.

Comparing the number of ATM network and POS-terminals showed that the Moldo-
va has the fewest while Russia has the most. Ukraine ranks second after Russia by num-
ber of ATMs and third after Russia and Poland by number of POS-terminals.

The number of POS-terminals and ATMs increased in all analyzed countries be-
tween 2010 and 2019, but terminal growth rates were much higher than the ATM
growth rate. During the last ten years, the number of POS-terminals in Belarus and
Russia has increased almost six-fold, and in Ukraine and Poland, it has more than tri-
pled. Meanwhile, the number of ATMs increased by 26% in Belarus, 43% in Russia,
16% in Ukraine, and 28% in Poland.

So, it seems that Ukraine has a developed ATM network and large number
of POS-terminals among CEECs. The situation with key indicators of the bank cards
market in Ukraine is similar to Poland. However, these absolute figures do not reflect
the real conditions of the bank cards market. For the comparative analysis of the real
conditions on the bank cards market, the estimation of the relative indicators is nec-
essary. The best indicators are capacity and efficiency indicators.

Methodology

The European Central Bank (ECB) publishes the payments statistics in EU countries
annually. This data set comprises a number of card and payment card accepting de-
vices. However, this statistic does not contain a common indicator of the bank cards
market or a ranking of EU countries. Additionally, this data set does not include in-
formation about non-EU countries.

Thereby, to understand the potential development of the bank cards market
in CEECs, our investigation of the country ranking will be continued (Sobolie-
va-Tereshchenko 2018, pp. 25-44). The ECB data set and information from the sites
of the National Bank of Ukraine and the central banks of countries were collected for
comparative economic research.

Every country in Central and Eastern Europe has its own population, total number
of bank cards, and payment card accepting devices. There indicators do not show the real
conditions of the bank cards market, the best of which are the relative indicators.

The best criterion of card availability is the number of payment cards per capi-
ta, which is defined as the indices of the number of payment cards to the population
of every country. The optimal criteria of ATM network are the number of cards per
ATM, which is defined as the indices of the number of cards to the number of ATMs
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in the country. The best criteria of the number of POS-terminals is the number of cards
per POS-terminal, which is defined as the indices of the number of cards to the number
of POS-terminals in each country. The comparative analysis of the bank cards market
in countries is presented in Table 5.

The comparative analysis of the number of bank cards per capita in 2019 shows
that this indicator in Ukraine is lower than in Russia, Belarus, and Poland, but high-
er than in other countries.

Between 2010 and 2019, the number of cards per capita gradually increased. In gen-
eral, the increase in the number of bank cards was due to two reasons. Firstly, the
number of POS-terminals where you can pay by card increased. Secondly, contact-
less and tokenized cards were actively issued as additional cards to the classic bank
(plastic) cards.

A comparison of the ATM networks showed that Belarus had the largest num-
ber of cards per ATM while Ukraine had the fewest. CEECs and Ukraine had ap-
proximately the same number of cards, although the number of cardholders using
ATMs in CEECs was more than in Ukraine. This indicates the excessive number
of ATMs in Ukraine in comparison with CEECs.

Most countries increased the number of cards per ATM during last ten years. Only
in Hungary, Slovakia, and Poland did the number of cards per ATM decrease in that
period. Thus, Ukraine has the potential to reduce the ATM network, taking into ac-
count the average number of people per ATM in CEECs (1850 cards per ATM in 2019).
The increased number of cards per ATM will contribute to a decrease in cash turnover
and an intensification of the fight against the shadow economy.

In order to extend cashless settlements, countries increase the total number of ter-
minals, reducing the number of cards per terminal. Among CEECs in 2019, Ukraine
had the largest number of cards per POS-terminal, (130 cards per POS).

In the period from 2010 to 2019, in all analyzed countries, there was a decrease
in the number of bank cards per POS terminal. The number of cards per POS termi-
nal in Ukraine has decreased more than halved over the past ten years — from 270 pcs
in 2010 to 130 pcs in 2019.

In 2019, in some European countries (for example, Hungary (0.06), Poland (0.05))
this indicator was much lower, but in others (for example, Belarus (0.09), Moldova
(0.10), Slovakia (0.09) and Russia (0.10)) it reflected the average level in CEECs bank
card market.

CEECs are helping to develop payment infrastructure as part of Europe’s broader ef-
forts to promote cashless payments. Increasing the number of cashless payments makes
payments more transparent and fosters economic growth in EU countries. Therefore,
Ukraine has the opportunity to increase the number of POS-terminals to extend cash-
less settlements and withdraw its economy from the shadow. Focusing on the CEECs,
it should be noted that the best indicators of using the POS-terminals for payment
card transactions is in Hungary and Poland.
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Thus, it is recommended to use three criteria for a comparative analysis of the bank
cards market to determine the potential for the innovative development of economy
in CEECs, i.e., card availability, size of the ATM network, and the number of POS-ter-
minals.

To determine the level of development and transformation of the bank card market
as an imperative for digitalization, we propose calculating the Bank Cards Market in-
dex (BCM index) in addition to “The Legatum Prosperity Index,” “BDO International
Business Compass,” and “The Index of Economic Freedom”.

In the BCM Index, the three components are weighted equally so that the overall
score is not biased toward any one component or direction. The purpose of the index
is to reflect the bank cards market in every country in a balanced way. The data for
each component are provided so that others can study, weight, and integrate them
for future investigations.

Data analysis

The comparative analysis of the BCM Index and the obtained ranking of CEECs will
greatly foster the cooperation between EC countries, and the development and sta-
bility of the banking system. This cooperation will result in accessible online services
of European standards that open new possibilities for countries in Central and East-
ern Europe and their cardholders.

The goal of the BCM Index is simple: by illustrating how countries have moved to-
ward or away from the number of cards, ATMs, and POS-terminals, we want to help
to identify the best pathways of the bank cards market. To achieve this goal, the BCM
Index describes the conditions required for development. We describe these condi-
tions as the combination of three variables: the Number of cards per capita, the Num-
ber of cards per ATM, and the Number of cards per POS-terminal. Using data for the
eight countries over twelve years, we track the journeys made by countries toward
or away from the development of the bank cards market.

Each of the three variables has the same significant effect on the state of the pay-
ment market. It should be noted that when comparing countries and determining the
rating, it is necessary to take into account certain features of each variable of the bank
cards market. The highest number of cards per capita and the largest number of cards
per ATM is a positive factor, and corresponds to the highest rating. Meanwhile, the
highest number of cards per POS-terminal indicates a lack of equipment, and is a neg-
ative factor and corresponds to the lowest rating.

Each variable was assigned equal weight because each ranking covers a limited
set of variables, which have equal importance. The mean of the three variables yields
a country’s overall BCM Index score. This scheme allows us to express our views of what
is significant to the development of the economy, while also keeping it within the range
of evidence available in countries’ central banks and from expert opinions.
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The total IBCM Index was calculated as the average of the three indicators to de-
termine the state of the Ukrainian bank cards market and compare it with market
in CEECs. A comparative analysis of BCM Index based on the variables mentioned
above is presented in Table 6.

Table 6. Comparative analysis of the BCM Index for CEECs, 2010-2019
Country 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Belarus 3.3 3.0 3.0 3.0 3.0 2.7 2.0 2.3 2.3 2.7
Hungary 4.0 4.0 2.0 2.3 3.0 3.3 3.3 3.0 3.3 4.0
Moldova 5.3 5.7 5.7 6.3 6.3 6.7 6.3 6.3 6.0 6.3
Poland 3.7 3.7 4.3 3.7 3.3 3.0 3.3 3.3 2.7 2.3
Romania 4.7 4.7 5.3 5.0 5.0 5.3 5.7 5.0 5.0 5.3
Russia 5.0 4.7 4.7 4.7 5.0 4.7 4.3 5.0 4.7 5.0
Slovakia 3.3 3.3 4.0 4.0 3.3 3.0 3.7 3.3 4.3 3.7
Ukraine 6.7 7.0 7.0 7.0 7.0 7.3 7.3 7.7 7.7 6.7

Source: own calculations based on data from the central banks of the analyzed countries.

According to the data in the table, taking into account the three proposed crite-
ria, Ukraine was ranked last in the rating during the whole period. Poland came first
in 2019, improving its rating from 3.7 to 2.3 between 2010 and 2019. Thus, Ukraine
has the potential for development and improvement in comparison with Poland.

We have chosen to focus on the BCM Index in light of the evidence that its devel-
opment has a positive effect on wellbeing and economic growth in CEECs. This is sup-
ported by “The Legatum Prosperity Index,” “Doing Business,” “The Index of Econom-
ic Freedom”.

Combining the two data sets together, we created a unique panel dataset from the
“The Legatum Prosperity Index,” “Doing Business,” and “The Index of Economic Free-
dom” surveys and data from the websites of the central banks of the countries. The
data set in 2010, 2014, and 2019 is presented in Table 7.

Table 7. Comparative analysis for the main rank variables for CEECs, 2010-2019

BCM Index

LP Countr . . EF Economic
Country propgzttelc]lobry s Economic Raynk Doing Business Freedom

2010 2014 2019 2010 2014 2019 2010 2014 2019 2010 2014 2019
Belarus 33| 3.0 | 27 | 42 41 54 58 63 | 37 |48.7| 50.1 | 579
Hungary 40 | 3.0 | 40 | 57 59 31 47 54 | 53 | 66.1| 67.0 | 65.0
Moldova 53| 63| 63| 96 79 | 101 94 78 | 47 |53.7| 573 | 591
Poland 37 | 33| 23| 36 37 39 72 | 45| 33 |63.2| 670 | 67.8
Romania 47 | 50 | 5.3 | 63 75 40 55 73 | 52 | 64.2| 65.5 | 68.6
Russia 50 | 50 | 5.0 | 77 60 43 | 120 92 | 31 |50.3| 519 | 58.9
Slovakia 33| 33| 37| 38 50 27 53 | 49 | 42 | 69.7 | 66.4 | 65.0
Ukraine 67 | 70 | 67 | 76 77 91 | 142 | 112 | 71 |46.4| 493 | 52.3

Source: own calculations based on data from Tables 1, 2, 3, and 6.
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As the table shows, Belarus, Poland and Slovakia have a BCM Index better than
other countries between 2010 and 2019. At the same time, according to Economic
Rank of “The Legatum Prosperity Index,” Belarus, Poland and Slovakia take leading
positions. According to the “Doing Business” rank, Hungary, Poland and Slovakia
have the best positions. According to the rank of Financial Freedom from “The In-
dex of Economic Freedom,” Belarus, Russia, and Ukraine have good conditions for
investment.

So, during the last ten years, Poland and Slovakia had the best positions according
to the estimate of “The Legatum Prosperity Index,” “Doing Business” and the BCM
Index proposed by the author. The comparative analysis for “The Legatum Prosperity
Index,” “Doing Business,” “The Index of Economic Freedom,” and the “BCM Index” for
Poland, Slovakia and Ukraine in 2010, 2014 and 2019 are represented in Figure 1.

The model is a visual representation of how the four indexes are interrelated in Slo-
vakia, Poland and Ukraine. The model of Ukraine and Poland is similar. Thus, we con-
clude that deep cooperation between Ukraine and Poland in the framework of Euro-in-
tegration could help develop the bank cards market of both countries.

In 2020, the challenge of the Covid-19 pandemic and trend of digitalization put
pressure on these indicators in many EC countries. European economies are among
the most digitally inclusive (measuring gender, class, and geographic inclusion), and
six European countries (Norway, Belgium, Switzerland, Austria, Iceland, and Poland)
are included in the Digital Intelligence Index top 10. In CEECs, mobile internet ac-
cess is expanding and has improved rapidly. Over 90% of the population in Poland are
covered by 4G mobile networks now, while in Ukraine, 4G access has jumped from
2% to 75% since 2017.

To understand the level of Digitalization in Poland, Slovakia and Ukraine, we ad-
ditionally studied the Digital Evolution Index (DEI). The DEI created by the Fletcher
School at Tufts University (with the support of Mastercard and Data Cash) and com-
bines more than 358 indicators in two scorecards, the Digital Evolution State and Dig-
ital Evolution Momentum. Digital Evolution captures the state and rate (momentum)
of digital evolution and identifies implications for investment, innovation, and policy
priorities. The Digital Evolution Scores of Poland, Slovakia, Ukraine in 2020 are rep-
resented in Figure 2.

The graph shows that Poland and Slovakia have a higher state index than Ukraine,
while Ukraine has a faster-moving economy in terms of the pace of change in its digi-
tal evolution (digital momentum) than Slovakia. Thus, we conclude that the deepening
cooperation between Ukraine and Poland in the framework of using the experience
of digitalization of the economy can contribute to greater development of the bank
cards market in both countries.

According to the National Bank of Poland’s report about the payment card mar-
ket in Poland in Q1 2020, the share of contactless transactions in the value of all card
payments was record-breaking. At the end of March 2020, it reached 84.1 percent.
The previous record, recorded in the last quarter of 2019, was 81.4 percent. In the first
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quarter of 2020, there were 41.2 million different contact payment instruments on the
market (plastic cards, virtual cards, stickers, etc.). More than 9 out of 10 card payments
in Poland are contactless.

@=@==Poland

Slovak
Republic

e=gr== Jkraine

@=@==Poland
Slovak Republic

= Jkraine

Figure 1. Criteria and indicators of the bank cards market for Poland, Slovakia and Ukraine
Source: own study.

So, the pandemic and quarantine restrictions accelerated the shift in households’
payment habits towards cashless settlements, including online payments. Ukraini-
ans are more actively switching to cashless payments and are using electronic com-
merce services increasingly often. At the same time, there has been a sustainable trend
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in which contactless payment instruments and settlements involving their use are in-
creasing in popularity. This trend has mainly resulted from an increase in the value
and number of cashless transactions. Thus, the value of cashless transactions stood
at UAH 1,550.1 billion, or 55.2% of the total value of all card transactions. In Septem-
ber 2019, it amounted at 49.7% (Undeniable Card Market Trends in 2020).

| | | |
49,21

Jhreine W 4603

42,29

Slovalda W 6301

5,29

B e s s s
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Digital Evolution: Momentum
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Figure 2. Digital Evolution Scores of Poland, Slovakia, Ukraine
Source: Chakravorti, Chaturvedi, Filipovic, Brewer (2020).

Thus, innovative payment technologies and the relevant infrastructure play a key
role in the development of the cashless economy. Ukraine has tremendous potential
in implementation of payment innovations in comparison with Poland.

This is why future research in these three variables of the bank cards market
will be very important. They will help explain the reasons for success and failure,
and identify the challenges that lie ahead in strengthening the bank cards market
in CEECs.

The comparison of the bank cards market of Ukraine
and Poland

The level of development of the bank cards market has an important place in the
banking system’s development. However, the level of the bank cards market is a par-
ticular concept, and it is obvious that there is no perfect indicator that characterizes
it. In the phase of Euro-integration, Ukraine has faced difficult tasks such as imple-
menting and complying with the Basel III regulations in Ukrainian banking system.
During digitalization and the challenge of the COVID-19 pandemic, many countries
faced the need to implement digital cards, develop contactless payments, and stabi-
lize the banking system.
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Ukraine and other countries urgently need solutions. The bank cards market is the
most dynamic part of the banking sector. As bank cards combine elements of payment,
deposit, credit, and currency-exchange functions, the bank cards market is a simpli-
fied model of the banking system.

Comparing the rankings of Ukraine and Poland shows that these countries’ mod-
els are similar, although the countries are ranked differently according to “The Leg-
atum Prosperity Index,” “Doing Business,” and “The Index of Economic Freedom”.
“The Legatum Prosperity Index” and “Doing Business” rank Poland highly, while
Ukraine has a low rank. Ukraine has high level of “The Index of Economic Freedom”
while for Poland it is low. Therefore, using the experience of Poland, Ukraine has sig-
nificant potential for economic development, including the development of the bank
cards market.

The dynamics of the bank cards market indicators in Ukraine and Poland showed
that the variables of the number of cards, the development of the ATM network, and
the number of POS-terminals complement each other. In recent years, the relationship
between these indicators has become more meaningful. Table 8 represents the changes
in the bank cards market indicators in Ukraine and Poland in the years 2010-2019.

Table 8. The dynamics of the bank cards market indicators in Ukraine and Poland, 2010-2019

Population, Number of bank

thousands cards, thousands LS POS-terminals

Ukraine Poland Ukraine Poland Ukraine  Poland Ukraine  Poland
2010 45,783 | 38,530 29,405 31,984 30,163 16,413 108,140 | 246,510
2011 45,598 | 38,538 | 34,850 32,045 32,997 17,392 | 123,540 | 266,429
2012 45,453 | 38,533 33,106 33,291 36,152 18,188 162,724 | 289,547
2013 45,373 | 38,502 | 35,622 34,659 40,350 18,876 221,222 | 326,340
2014 45,246 | 38,484 | 33,042 36,069 36,596 20,531 | 203,810 | 398,172
2015 42,759 | 38,455 | 30,838 35,209 33,334 22,143 194,478 | 463,366
2016 42,591 | 38,427 | 32,389 36,874 33,783 23,443 | 219,241 | 536,236
2017 42,415 | 38,422 | 34,858 39,096 37,003 23,230 251,681 | 624,434
2018 42,153 | 38,413 | 36,949 41,237 36,585 22,885 | 278,993 | 786,845
2019 41,902 | 38,390 | 42,158 42,854 35,930 22,720 | 333,840 | 906,564

Source: data from National Bank of Ukraine (n.d.), Statistics; Narodowy Bank Polski (n.d.).

We can see improvements in both countries, although the situation in Poland is much
better than in Ukraine. In both countries, the number of bank cards showed frequent fluc-
tuations in indicators between 2010 and 2014, and annual growth between 2015 and 2019.
Over the past 10 years, the number of ATMs has increased by 19%, from 30,163 to 35,930
in Ukraine, and in Poland by 38%, from 16,413 to 22,720. During this period, the num-
ber of POS terminals increased 3.1 times, from 108,140 to 333,840 in Ukraine, and in 3.7
times in Poland, from 246,510 to 906,564. Although the bank cards market in Ukraine,
in particular, the number of POS-terminals, is developing and expanding, the growth
rates are still low and insufficient in comparison with Poland.
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At the same time, over the last 10 years the population has decreased in both coun-
tries: from 45.7 million to 41.9 million (-8.5%) in Ukraine, and from 38.5 million
to 38.4 million (-0.5%) in Poland. The indexes proposed and calculated by the authors
show that in Poland, the following components are higher compared to Ukraine: the
Number of bank cards per capita (1.12) and the Number of cards per ATM (more
than 1,880). The same indicators accounted for slightly more than 1,010 and 1,170
in Ukraine, respectively. In this case, a comparative analysis of the relative indicators
of the bank cards market is more accurate than the absolute ones.

Table 9. Indices of the bank cards market in Ukraine and Poland, 2010-2019

Years Cards per capita, pcs. Cards per ATM. Cards per POS-terminal.
Ukraine Poland Ukraine Poland Ukraine Poland
2010 0.64 0.83 975 1949 272 130
2011 0.76 0.83 1056 1843 282 120
2012 0.73 0.86 916 1830 203 115
2013 0.79 0.90 883 1836 161 106
2014 0.73 0.94 903 1757 162 91
2015 0.72 0.92 925 1590 159 76
2016 0.76 0.96 958 1573 148 69
2017 0.82 1.02 942 1683 139 63
2018 0.88 1.07 1010 1802 132 52
2019 1.01 1.12 1173 1886 126 47

Source: own calculations based on data from the National Bank of Ukraine (n.d.), Statistics; Narodowy
Bank Polski (n.d.).

Table 9 describes the main indexes of bank card market in Ukraine and Poland
between 2010 and 2019. The Number of bank cards per POS terminal decreased
(or the Number of POS terminals per thousand bank cards increased) in both coun-
tries. The Number of bank cards per capita in Ukraine increased from 0.64 to 1.01,
meaning that cashless payments had an upward trend during the period. Regarding
Poland, the number of bank cards per capita increased from 0.83 to 1.12. So, there
was an expansion tendency for cashless payments in Poland, too.

The deepening cooperation between Ukraine and Poland in the framework of Eu-
ro-integration could contribute to the development of the bank cards market of both
countries. However, it is not a short-term process. For some time, Ukraine has had
to overcome many humanitarian (Covid-19, global warming), political (annexation
of the Crimea, military operations in Donbas), and economic challenges (euro-inte-
gration, digitalization). All these factors will influence the development of the bank
cards market in the near future.
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Conclusion

The strategies for the development of the bank cards market in every country in Central
and Eastern Europe has different directions. This is reflected in the ranking of coun-
tries on “The Legatum Prosperity Index,” “Doing Business,” “The Index of Economic
Freedom,” and the “BCM Index”.

Therefore, it is suggested that countries use the recommended methodology for
a rapid review of the bank cards market. Periodic upgrading and in-depth analysis
of the “BCM Index” will ensure that the data is always relevant to reliably compare
the risks and opportunities of the market. This methodology provides a solid founda-
tion for decision-making about investments and innovations in financial and bank-
ing spheres.

Ukraine should therefore seek to achieve a high level of digitalization, a cashless
economy, a well-developed payment infrastructure, and the use of innovative payment
tools. The pandemic and quarantine restrictions accelerated the change in cardhold-
ers’ payment habits towards cashless settlements, including online payments. Card-
holders are more actively switching to cashless payments and are increasingly using
electronic commerce services. At the same time, there has been a sustainable trend
in which contactless payment instruments and settlements involving their use are in-
creasing in popularity. In the near future, all this will influence the development of the
bank card market.

Finally, future research should be conducted in other developed and developing
economies using the same methodology as in the current study to examine whether
an association between the BCM Index and the level of economic development is found
to be consistent.
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Rozwadj i transformacja rynku kart bankowych jako
imperatyw cyfryzacji na przyktadzie krajéw Europy
Srodkowo-Wschodniej

Celem niniejszego opracowania jest okreslenie trendéw rozwojowych gtéwnych deter-
minant rynku kart bankowych w oémiu krajach Europy Srodkowo-Wschodniej w okresie
2010-2019. Kontynuujac badanie przeprowadzone w 2018 r. przeprowadzono dalsza
analize poréwnawczg zaproponowanego wczesniej ,Indeksu Rynku Kart Bankowych”
opartego na systemie powigzanych ze soba wskaznikéw bankowych kart ptatniczych,
bankomatéw i terminali POS. Przedstawiono przeglad rankingéw Ukrainy, Biatoru-
si, Motdawii, Rosji, Rumunii, Polski, Wegier i Stowacji przy uzyciu miedzynarodowych
systemow rankingowych, takich jak ,The Legatum Prosperity Index”, ,Doing Business”,
,The Index of Economic Freedom” i ,Bank Cards Market Index”. Dalsze badania trzech
miedzynarodowych systeméw rankingowych, a takze ,Bank Cards Market Index”
ponownie potwierdzity podobienstwo modeli rozwoju rynku kart bankowych w Polsce
i na Ukrainie. Aby zbadac wptyw cyfryzacji gospodarkii pandemii Covid-19 na rynek kart
bankowych, przeprowadzono pogtebiong analize dwdch przypadkéw (Polski i Ukrainy
jako dwéch podobnych rynkéw kart bankowych) za pomocg ,Digital Evolution Index”.
W trakcie badan stwierdzono, ze ,Bank Cards Market Index” moze by¢ z powodzeniem
wykorzystany do dalszych badan sektora bankowego w réznych krajach. Zauwazono
réwniez trend wzrostowy ptatnosci bezgotéwkowych na rynku kart bankowych i mozli-
wa transformacje rynku pod wptywem Covid-19 oraz globalng cyfryzacje gospodarki.
Biorac pod uwage powyzszy trend, dalsze badania systemu powigzanych wskaznikéw
bankowych kart ptatniczych, bankomatéw i terminali POS powinny by¢ prowadzone
z wykorzystaniem ,Digital Evolution Index” lub innych miedzynarodowych wskaznikow
charakteryzujacych poziom cyfryzacji gospodarki w badanych krajach.

Stowa kluczowe: Bank, Polska, Ukraina, karty bankowe, wskazniki, ranking krajéw,
indeks, gospodarka cyfrowa, cyfryzacja
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Abstract

The study investigates the economic growth in Central and Eastern Europe in the
last 25 years. The economy can be regarded as a substantial topic in any country,
but it is even more interesting in developing countries. One of the basic ideas of the
European Union is the convergence between member states, namely the reduction
of development disparities, which can be achieved through faster economic growth
in less-developed countries.

Growth theory is one of the main topics in economics. Its significant importance is be-
cause the desire for development is one of the main driving forces of mankind.

The aim of the study is to reveal the crucial differences and common features between
the growth paths of the eleven Central and Eastern European member states of the
European Union.

After presenting growth theories, the growth performance of the examined Central
and Eastern European member states is pinpointed.

During the research, GDP per capita, population, migration, activity rate, employment
rate, unemployment rate, foreign direct investment and foreign trade openness are
considered.
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Introduction

The study aims to reveal the economic growth in Central and Eastern Europe between
1995 and 2019. The economy can be regarded as a major topic in any country, but it is
even more inspiring in developing countries.

Growth theory is one of the main topics in economics. Its significant importance
is because the desire for development is one of the main driving forces of mankind.

Although economic growth is only a piece of this development, in addition to its
direct impacts, it can also contribute to other social development approaches.

One of the basic ideas of the European Union is the convergence between mem-
ber states, namely the reduction of development disparities, which can be acquired
through faster economic growth in less-developed countries.

According to Lengyel and Varga (2018), the world economy started to develop rap-
idly in the 20' century, with developed countries serving as an example for develop-
ing countries.

The study is made up of two parts. Firstly, it discusses general issues related
to growth theory, and secondly, it examines the growth performance of Central and
Eastern European member states between 1995 and 2019 in the light of the growth
theories. The surveyed countries include the eleven Central and Eastern European
countries of the European Union: Bulgaria, the Czech Republic, Estonia, Croatia, Po-
land, Latvia, Lithuania, Hungary, Romania, Slovakia and Slovenia.

Although there are substantial differences between the growth paths of the individ-
ual countries, similarities also emerge. Each of the surveyed economies can be divided
into three main phases over the past 25 years: 1) transformational decline, 2) conver-
gence period, 3) recession.

The study ends with a summary and conclusion in which I also cover the economic
growth prospects of the countries.

Literature review

In this chapter, the following concepts, models and approaches are introduced: eco-
nomic growth, general economic indicators, demographic and labour market process-
es, foreign direct investment and foreign trade openness.

Economic growth

Creating new jobs and maintaining a growing proportion of GDP (gross domes-
tic product) in a rapidly developing market can be considered an important issue
in a modern economy. The high level of progression in developing countries is a sig-
nificant issue. A modern economic model based on continuous progress can lead
to a boom in the economy (Wysokinska 2018).
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Krajewska and Krajewski (2020) pointed out that in some countries, the share
of employment-related costs is even above 50% of GDP and is characterised by rela-
tively high stability in the long term. High unemployment can lead to the spread of un-
ethical activities. They concluded that the current labour market situation in many
countries needs to be changed, and there is a need to introduce legal solutions that
strengthen the position of employees in their relations with employers.

Economic and demographic development are closely interrelated, and it is very difficult
to determine the cause and consequence of this economic and demographic development.
The European population is generally in the process of demographic ageing, with differ-
ences from country to country. However, by analysing demographic aspects, some con-
nections between economic convergence and demographic differences can be recognised.
The structure of the workforce and the economic population is one of the most impor-
tant aspects in planning and managing the economy (Eichenauer and Klee 2013).

Two contradictory trends can be observed in national investment policies. On the
one hand, there are liberalisation, promotion and facilitation measures. On the other
hand, there is the regulation of foreign direct investment. It was pointed out that coun-
tries have external powers concerning foreign direct investment and that that uncertain-
ty can negatively affect the extent of foreign direct investment. (Witkowska 2020)

Young and more qualified workers will migrate from underdeveloped regions to de-
veloped parts of the country. As a result, age structure and educational standards will
deteriorate in these regions (Kilper and Klee 2018).

The practice of foreign direct investment is far ahead of theoretical approaches.
Gudowski and Piasecki (2020) underlined that the theories dealing with foreign di-
rect investment deal with the cooperation of Western economies. Then, the growing
trend of the open economy and globalisation emerged. In less-developed countries,
there is a significant demand for foreign direct investment.

The countries of Central and Eastern Europe have undergone a rapid metropolitan
transformation in the last two decades, although the process is delayed and is still
dynamic with general and some specific features. This change was mainly reflected
in the physical and functional transformation of large cities, which became the pri-
mary beneficiaries of the new economic and political system. At the national level,
the development of the urban hierarchy has led to the growing dominance of capi-
tals. The observed parallel trends include the declining importance of medium-sized
cities and differentiation of small settlements in respect of functionality and region-
alism (Korcelli and Korcelli-Olejniczak 2015).

Outward foreign direct investments and inward foreign direct investments can
be distinguished. Outward foreign direct investments can be considered a negative
phenomenon since they export occupations and practices to other countries, whereas
inward foreign direct investments are identified with a more positive aspect since they
facilitate occupations and reduce the need for imports. Bathelt and Buchholz (2019)
claimed that outward investments have a positive cumulate effect in the domestic re-
gions since they have access to foreign markets and new knowledge.
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Central Europe shows significant differences and temporal variability in the spatial
delimitation of the region. In chronological order, natural German dominance (the
concept of Central Europe) can be perceived as a transitional zone between Germany
and Russia (or the Soviet Union) and can be considered an independent third region
of Europe. Currently, the area designated as Central Europe usually contains Austria,
the Czech Republic, Germany, Hungary, Poland, Slovakia, and sometimes Slovenia
and Switzerland (Bldha et al. 2016).

Economic and demographic development are closely interrelated, and it is very
difficult to determine the cause and consequence of this economic and demograph-
ic development. The European population is generally in the process of demographic
ageing, with differences from country to country. However, by analysing demograph-
ic aspects, a connection between economic convergence and demographic differences
can be recognised. The structure of the workforce and the economic population is one
of the most important aspects in planning and managing the economy (Mani¢, Pop-
ovié, and Mitrovi¢ 2016).

Regarding the failure of Mexico’s economic policy, Parnreiter (2013) argued that
the Mexican government’s main goal with the North American Free Trade Agreement
was to increase imports of working capital from the U.S. and Canada and to stimulate
capital inflows to help to create jobs. He stressed that foreign capital goods also boost-
ed private investments. However, Mexico has not been able to change its economic
and foreign trade structure, and as a result, many Mexicans have left their homeland.
He highlighted that Mexico’s economy could not grow. Trade liberalisation caused
growth in only a few manufacturing industries. Its foreign trade was also behind that
of the United States, and Mexico was unable to take part in globalisation processes.
This study is related to the topic because it investigates foreign trade.

After the change of regime, Hungary was characterised by a balance between the
West and the East. Molnar and Lengyel (2016) highlighted that global production was
facilitated by foreign direct investment.

Based on Solow’s growth model, it can be asserted that in many sectors (agriculture,
manufacturing, communications), the amount of capital per employee, or capital in-
tensity, increased. Capital intensity increases while technological change, natural re-
sources, the quantity and quality of work remain unchanged. The increase of capital
intensity can cause a growth in the output per worker (Somogyi 2016).

Another variable to the Solow model can be added so that the evolution of physi-
cal and human capital are completely analogous. The explanatory power of the Solow
model was substantially enhanced by the inclusion of human capital in the model
(Mankiw, Romer, and Weil 1992).

Examining the fundamental causes of economic growth is an important topic.
Empirical research has often shown the phenomenon of conditional convergence, i.e.,
if two countries can be described with similar parameters (e.g. savings rate), the ini-
tially poorer country will produce faster growth. However, this can have limited rele-
vance from an economic policy perspective. What is important is the lack of absolute
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convergence. Why is the savings rate (or other parameters) not the same in different
countries? How can the observed income disparities be reduced by changing them
(Acemoglu 2016)?

The investigation of economic growth has been one of the key research topics in eco-
nomics. Czarl (2005) underlined that it is one of the oldest fields of study in econom-
ics, but when the concept emerged is controversial. He argued that countries treat
economic growth as a primary economic and political goal, and he pinpointed that
countries with rapid economic growth are moving forward in the ranking of nations
and setting an example for emerging ones. He emphasised that if the economy grows,
the country’s domestic output will expand, and an increase in its per capita value will
mean an improvement in the living standards of the population. He also pointed out
that economic growth is, therefore, one of the most significant factors in the long-term
economic success of nations.

Factors of economic growth: general economic indicators, demographic
and labour market processes, foreign direct investment, foreign trade
openness

The most important factors of economic growth are GDP per capita, the activity rate,
the employment rate, the unemployment rate, foreign development investment (FDI)
and foreign trade openness.

GDP shows the total value of goods produced by a country’s population and com-
panies. He pointed out that two types can be distinguished: nominal GDP and real
GDP. Nominal GDP shows the monetary value of all goods produced by a country’s
population and companies, but this excludes the impact of inflation. In contrast, real
GDP already takes inflation into account. GDP per capita is a ranking for different
countries, referring to the standard ofliving in each country. A higher GDP per capita
means a higher standard of living (The Centre for Analysis 2017).

Let me introduce the following example regarding the definition of purchasing pow-
er parity. How much would the forint be worth in dollars, pounds or yen in a world
without borders, where markets are not distorted and are free to operate everywhere?
In such a world, everything would cost the same everywhere, as would exchange rates.
If the same car costs $15,000 in New York and £9000 in London, $1 is worth £0.6. But
this is not how the economy works. Exchange rates usually differ from purchasing
power parity. One currency is undervalued, and the other is overvalued. So if the $1
exchange rate is 0.5 pounds, then the dollar is undervalued, and the pound is over-
valued. The Big Mac Index is a measure of currency comparison that differentiate the
price of Big Mac sandwiches in dollars around the world. The Big Mac Index can then
be compared to exchange rates, and then it becomes clear which currency is under-
valued or overvalued (Marron 2010).

The GDP per capita, the employment rate, the share of foreign direct investment
will decrease, and the unemployment rate will increase in 2020. Furthermore, young
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and more qualified workers will migrate from underdeveloped regions to developed
parts of the country. As a result, age structure and educational standards will deteri-
orate in these regions (Barna and Molndr 2019).

One of the biggest global social challenges of the 21* century is the continued
growth of the world’s population, which could reach or even exceed 9 billion by 2050
(Bertalan and Sarudi 2016).

Areas where foreign-controlled companies are established can stimulate the econ-
omy. However, there is a lack of innovative developments or a graduate workforce
in these areas. Varga and Lengyel (2019) emphasised that it can be considered an ad-
vantage if they bring market relations or technology transfer.

A significant factor for growth performance is foreign trade openness, which is the
ratio of exports and imports to GDP (Alotaibi and Mishra 2014).

Methodology

In terms of the data collection method, the research is considered secondary research,
as already available data related to the topic was collected.

First, I demonstrate the growth performance of the region over the past 25 years
and the characteristics of its various phases, and then I discuss the topic of fiscal poli-
cy and its connections to economic growth. The surveyed countries include the eleven
Central and Eastern European countries of the European Union: Bulgaria, the Czech
Republic, Estonia, Croatia, Poland, Latvia, Lithuania, Hungary, Romania, Slovakia and
Slovenia. Although there are substantial differences between the growth paths of in-
dividual countries, similarities also emerge. Then I present the demographic and la-
bour market processes of the convergence period, and finally, I will focus on FDI and
economic openness.

Research findings

In this chapter, research findings will be discussed in the light of economic growth,
general economic indicators, demographic and labour market processes, FDI and for-
eign trade openness.

Convergence with Western Europe

The similarities and differences of the convergence paths can be outlined. At the end
of the 1990s, there was no coherent convergence trend, as even more countries in the
region suffered from a decline during this period. Poland, Slovenia and the three Baltic
states were already able to show clear real convergence with Western European coun-
tries between 1995 and 2000. From 2000 onwards, however, until 2007-2008, there was
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a mostly rapid convergence in the whole region. After 2008, convergence was also typ-
ical. In the Baltic States, GDP per capita in purchasing power parity reduced between
2007 and 2008 compared to Western European countries. This period was followed
by a rapid convergence, as a result of which all three countries have now reached and
exceeded their relative position before the recession. A slowdown of convergence can
be identified in Bulgaria, Hungary, Romania and the Czech Republic, while segrega-
tion can be demonstrated in Croatia and Slovenia (Table 1).

Table 1. GDP per capita as a percentage of the average of Western European EU countries on PPP
in the last 25 years (%)

Country/Year 1995 2000 2008 2019
Bulgaria 29.00 19.58 29.80 35.12
Czech Republic 65.30 49.50 58.79 61.03
Estonia 30.10 28.81 48.40 55.67
Croatia - 33.98 44.02 43.25
Poland 36.40 32.51 38.83 48.61
Latvia 28.40 24.75 41.29 46.25
Lithuania 29.50 25.86 44,02 54.60
Hungary 43.20 36.20 44.02 48.82
Romania 27.30 18.10 35.55 46.25
Slovakia 40.30 34.72 50.04 49.04
Slovenia 63.10 55.41 62.89 58.24

Source: Eurostat, Purchasing power... (n.d.).

Labour market processes

Tables 2-7 show the three most crucial labour market indicators between 1997 and 2019
in Central and Eastern Europe. I excluded 1995 and 1996 since the necessary data
of the countries are not available in 1995, and in 1996, only the data of Hungary and
Slovenia are available.

Tables 2 and 3 show that the employment rate had an increasing trend in all coun-
tries between 1997 and 2019.

Tables 4 and 5 demonstrate that the activity rate increased until 2008, with the ex-
ception of Lithuania. It showed a growing trend between 2008 and 2019 in Bulgaria,
Estonia, Lithuania, Hungary and Slovakia, while in other countries, a decline was ob-
servable. Furthermore, between 1997 and 2019, the activity rate indicated an upward
trend in all countries except Romania.

Tables 6 and 7 highlight that the unemployment rate decreased until 2008, with the
exception of Romania and the Czech Republic. It marked a declining trend between
2008 and 2019 in all countries. Furthermore, between 1997 and 2019, the unemploy-
ment rate indicated a downward trend in all countries.
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FDI and foreign trade openness

A developing, open economy cannot expand its capital stock solely from domestic re-
sources. FDI also played a significant role in this process in the countries of the region;
however, naturally, differences can also be observed (Figures 1 and 2).
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Figure 1. The incoming FDI stock in Central and Eastern Europe as a percentage of GDP in the last
25 years
Source: Eurostat, Population by sex ... (n.d.).
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Figure 2. The incoming FDI stock in Central and Eastern Europe as a percentage of GDP
in the last 25 years
Source: Eurostat, Population by sex... (n.d.).
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Conclusion

The study addressed the issues of economic growth. Firstly, the most important growth
theories were presented. Secondly, the performance of Central and Eastern European
countries was investigated over the past 25 years in the light of the theoretical back-
ground.

The growth performance of eleven EU member states was examined in the last
25 years, and similarities and differences were also introduced. The most important
statements are the following:

— Interms of economic growth, the last 25 years can be divided into three distinct
phases in each country in the region: 1) transformational decline, 2) convergence
period, 3) recession.

— The recession was followed by rapid growth everywhere, as a result of which all
countries showed convergence with Western European countries. Overall, the
whole region underwent a very significant upswing during this period. Of course,
this also meant a significant degree of convergence with the more developed
countries of Western Europe, as shown by the data in Table 1.

— The driver of rapid growth was capital accumulation.

— Rapid capital accumulation would not have been possible without a large in-
flow of FDI.

Growth prospects for the countries:

— The inflow of FDI has decelerated significantly since 2008 and will not be able
to restart easily in the near future due to the global decline in investment and
risk propensity.

— Asaresult of emigration, serious tensions have arisen in the labour market, and
in addition to the existing long-term unemployment, there is also a growing la-
bour shortage.

In my view, in order to achieve substantial economic growth in the coming
years and decades and to be able to reduce the gap with Western Europe in accord-
ance with the continuously formulated convergence goals, it is absolutely neces-
sary to improve the quality of the institutional system. This can lead to the stabil-
ity of economic policy.
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Bozwéj i wzrost gospodarczy w Europie
Srodkowo-Wschodniej

Opracowanie przedstawia wyniki badania wzrostu gospodarczego w Europie Srodko-
wo-Wschodniej w ciggu ostatnich 25 lat. Gospodarka moze by¢ uwazana za istotny
temat analiz w kazdym kraju, ale jest szczegdlnie interesujgca w przypadku krajow
rozwijajacych sie. Jednym z podstawowych dazen Unii Europejskiej jest konwergencja
panstw cztonkowskich, czyli zmniejszanie dysproporcji rozwojowych, co mozna osig-
gnac poprzez szybszy wzrost gospodarczy krajow stabiej rozwinietych.

Teoria wzrostu jest jednym z gtéwnych tematéw w ekonomii. Jej ogromne znaczenie
wynika z tego, ze chec¢ rozwoju jest jedna z gtéwnych sit napedowych ludzkosci.
Celem badania jest wskazanie istotnych réznic miedzy sciezkami rozwoju jedenastu
krajow cztonkowskich Unii Europejskiej z Europy Srodkowo-Wschodniej oraz cech
wspélnych.

Po uprzednim przedstawieniu teorii wzrostu, pokazano osiggniecia w obszarze wzro-
stu badanych panstw cztonkowskich z Europy Srodkowo-Wschodniej.

W badaniu wzieto pod uwage PKB per capita, liczbe ludnosci, migracje, wskaznik ak-
tywnosci zawodowej, wskaznik zatrudnienia, stope bezrobocia, bezposrednie inwe-
stycje zagraniczne oraz otwarto$¢ handlu zagranicznego.

Stowa kluczowe: wskazniki ekonomiczne, procesy na rynku pracy, wzrost
gospodarczy
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Abstract

The study addresses the benefits of a unified stock market in terms of diversification
risk for the eight CEE stock markets. For this purpose, each stock market was treated
as a separate portfolio based on the companies listed during 2018-2019. Portfolio di-
versification techniques were used to identify risk linked with the eight Central East-
ern European stock markets. The results show that the stock market with the lowest
diversification risk was the Bulgarian Stock Exchange, followed by the Prague Stock
Exchange, the Ljubljana Stock Exchange, and at the end stands the Zagreb Stock Ex-
change. The portfolio constructed from the Zagreb Stock Exchange carries the highest
portfolio risk, but it also offers the highest weekly weighted average returns. Stock
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markets that benefit in terms of portfolio risk from unification are the Bratislava Stock
Exchange, the Budapest Stock Exchange, the Bucharest Stock Exchange, the Warsaw
Stock Exchange, and the Zagreb Stock Exchange. The indexes where the portfolio risk
increases at the time of unification are the Bulgarian Stock Exchange, the Ljubljana
Stock Exchange, and the Prague Stock Exchange. From a managerial perspective, fi-
nancial investors get a novel outlook on the diversification possibilities offered within
a hypothetical unified CEE stock market.

Keywords: diversification opportunities, CEE stock market, unification benefits,
risk-reward tradeoff

JEL: G11, G12

Introduction

Stock markets are an important indicator that generates signals in the current spark
of the financial system and the economy in general. Efficient stock markets integrate
overall information related to financial problems, political issues, natural disasters,
and so on, into equity prices. The member states of the European Union (EU) hold
different cultural backgrounds, languages, and political systems but act as a common
economic unit. The single EU market, which represents the free movements of goods,
services, people, and money, was followed by the common currency, the euro. Even
though 19 member countries embraced the euro as the national currency, there are
still differences over taxes, restructuring policies, and capital markets, among others.
Euronext (2020) is an example where the stock markets of Paris, Amsterdam, London,
Oslo, Milan, Dublin, and Lisbon operate under the rules of a joint institution.

The standard financial paradigms indicate that the unified equity market provides
additional liquidity for listed firms, lower transaction costs, and offers higher visibili-
ty for international investors. Nielsson’s (2009, pp. 229-267) study of Euronext shows
that the biggest beneficiaries from the unified exchange were large, capitalized corpo-
rations, while for small and medium-size firms, the effect was insignificant. Another
form of a common equity index is Nasdaq Baltic, which includes listed firms from Lith-
uania, Estonia, and Latvia (Nasdaq Baltic Equity Index 2020). Meanwhile, Bulgaria,
Macedonia, and Croatia also set up a joint trading platform for equity stocks, named
SEE link (2020). In principle, unifying equity markets enables low activity exchang-
es to increase their trading volume and reduce transaction costs. This is also in line
with the European Commission directive “MiFID II,” which seeks to increase trans-
parency, unification, and better regulation of the European financial markets (Euro-
pean Commission 2014).

In August 2015, Jean-Claude Junker, president of the European Commission,
launched initiatives on the conceptual economic benefits of a Capital Markets Union
(CMU) (Juncker 2014). The idea was to create a single capital market for all European
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Union countries by the end of 2019. The work by Quaglia, Howarth, and Liebe (2016,
p. 185) found that a CMU would reduce fragmentation of financial markets in EU
countries, create new financing channels for firms, and encourage cross borders capi-
tal movements. Establishing a CMU would enhance cross-border financial integration,
which relies on information transparency and data reliability to reduce information
asymmetry (Véron and Wolft 2016, pp. 130-153).

In Central and Eastern European (CEE) countries, banks play a crucial role in fi-
nancing business needs and human consumption. Corporations in these countries pre-
fer to finance their liquidity and investment projects through banking channels rather
than the capital markets. People in Europe keep their savings mainly as bank depos-
its, while in the US, they are in the form of financial securities. Stock markets in CEE
countries are characterized by a small number of listed firms and limited trade volume.
Speculative stock prices are additional problems that prevent the efficient function-
ing of capital markets in CEE countries. The study by Milos, Barna, and Botoc (2020,
p- 535) of seven CEE stock markets (including those in our study) indicated that stock
prices do not follow a random walk, which violates the efficient market hypothesis
(EMH). Other authors confirm the inefficiency of CEE stock markets by covering the
problem on different time intervals and different countries (Nivet 1997, pp. 171-183;
Ajayi, Mehdian, and Perry 2004, pp. 53-62; Worthington and Higgs 2004, pp. 59-78;
Guidi, Gupta, and Maheshwari 2011, pp. 337-389).

The inefficiency of the equity markets generates stock prices that do not reflect the
domestic and international economic reality. Since not all events are integrated into
stock prices under an inefficient market, this creates information asymmetry and pre-
vents potential trades. The possibility of creating a joint-stock market for CEE coun-
tries would increase liquidity, efficiency, and attention from international investors.
Obstacles with unifying stock markets in these countries might be related to national
accounting systems, monetary policies (for non-eurozone countries), different taxa-
tion, and unique political systems.

The purpose of this study was to identify the diversification benefits of a sin-
gle equity market for the selected CEE countries, although the issue of creating
a single equity market in CEE countries exceeds the remit of this study. The issue
of a single market involves difficulties related to political will, taxation systems,
monetary policies, and trading platforms, among others. Recognizing the impor-
tance of creating a single equity market in Europe, the theoretical contribution
of this study appears in two dimensions. First, in the use of portfolio techniques
in measuring diversification risk of a possible single equity market in CEE coun-
tries. Second, it verifies the well-established portfolio theory that increasing the
number of stocks decreases the divarication risk of the portfolio.

The study contributes to the ongoing discussion of the European Commission
on the unification of capital markets (bond and equity exchanges). The idea of a sin-
gle capital market is a very complex topic that requires addressing the problem from
different perspectives. CEE countries have experienced almost identical economic and
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political transitions. Considering the common features of CEE countries, our work
provides a financial perspective on the possibility of a unified equity market. The study
investigates the risk-reward relationships of merging the seven stock markets of CEE
countries. From the complexity of this process, the results analyze diversification risk
attached to the separate stock markets of CEE countries. First, the study compares
diversification risk and weekly weighted average returns for selected stock exchang-
es of CEE countries. Generating a unified stock market does not necessarily provide
higher diversification benefits for all analyzed stock markets.

Literature review

Constructing an optimal portfolio is a task that requires continuous commitments
as the market dynamics constantly change. The financial meltdown of 2008/2009 and
the Greek debt crisis of 2010/2011 proved that the world financial system is highly in-
tegrated. Financial globalization, together with international trade, means that the
benefits of international diversification exist on a limited scope (Driessen and Laeven
2007, pp. 1693-1712). Publicly listed companies are located in different countries where
their sales tend to be well-diversified. A series of studies show the possibilities of reach-
ing full diversification by investing only in local publicly listed companies (Errunza,
Hogan, and Hung 1999, pp. 2075-2107; Aliu et al. 2019, pp. 273-287; Berrill, Kearney,
and O’Hagan-Luff 2019, pp. 672-684).

The stock exchanges of Eastern European Countries have different levels of efficien-
cy, and therefore, they are at different stages of diversification. Aliu et al. (2019, pp. 273-
287), using portfolio diversification techniques, believed that the Budapest Stock Ex-
change (BUX) offers higher diversification benefits than the Warsaw Stock Exchange
(WIG20) and the Bratislava Stock Exchange (SAX). Equity markets tend to be highly
interconnected in times of crisis, while in normal periods, each stock exchange follows
its course. A recent study by Tilfani, Ferreira, and El Boukfaoui (2020, pp. 643-674)
showed that the stock markets of the Czech Republic, Hungary, Poland, Croatia, and
Romania are highly interconnected in the short run. However, stock markets with lim-
ited trade volumes and efficiency, like those of Slovakia, Serbia, and Bosnia, tend not
to show signs of integration. Meanwhile, Botoc and Anton (2020) indicated that CEE
stock markets hold short and long-run co-integration with the stock markets of Ger-
many, the UK, and the USA.

The concept of a common European market and the introduction of a single cur-
rency (the euro) have diminished the fragmentation of financial markets in eurozone
countries. The interdependence within the stock markets of Eastern European coun-
tries with Western ones reduces the diversification opportunities for international
investors.

The number of financial assets within a portfolio affects the diversification risk
by reducing or increasing the concentration level. Scholars and practitioners still have
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not reached a consensus on the number of shares that would fully eliminate portfolio
risk. An earlier study by Evans and Archer (1968, pp. 761-767) showed that a portfo-
lio containing 8 to 16 shares achieves maximum diversification benefits. In measuring
portfolio risk, scholars use various diversification techniques at different time inter-
vals and geographical locations. Increasing the number of shares in the portfolio from
1 to 10 reduces the portfolio risk by 50%, while moving from 10 to 20 shares, the risk
declines by only 5% (Elton and Gruber 1977, pp. 415-437). However, Statman (1987,
pp- 353-363) found that portfolios constructed with 30 to 40 equity stocks manage
to reduce portfolio risk significantly.

Aliu etal. (2020, pp. 41-51) recently investigated diversification benefits using week-
ly data from companies listed in the six largest European stock exchanges. The results
show that diversification risk begins to be eliminated when the portfolio contains more
than 47 stocks. Correlation among assets in the portfolio is an additional component
of portfolio risk. A higher positive correlation among the financial assets increases the
portfolio risk, and vice versa. Thus, portfolio managers tend to find financial assets
that are not correlated to each other or stay in the negative correlation zone. Although
within the financial system, it is difficult to find securities that hold a negative corre-
lation. However, correlation identifies short-run dependency among securities while
the co-integration method follows this phenomenon in the long run.

Knowledge of financial instruments directly affects portfolio optimization and the
diversification level. Cera et al. (2020, pp. 1-18) found that financial literacy can be im-
proved by carefully informing individuals about financial products and their impor-
tance, whereby their financial behavior can be rationalized. Abreu and Mendes (2010,
pp- 515-528), using a 2007 survey from UniCredit customers, investigated financial
literacy for investors regarding their portfolio choices. Based on the survey, the lack
of proper diversification is related to financial literacy by the investors. Financial lit-
eracy is based on the knowledge and experience of individuals to effectively manage
their finances.

Moreover, the level of education, cultural characteristics, demographic structure
of the population, and technological advancement are factors that affect the level of fi-
nancial literacy. Individuals tend to invest in only a few stocks and are not diversified,
as they place their money in the firms they work with (Dorn and Huberman 2005,
pp- 437-481). A lack of regional and global diversification of the individual’s wealth
is linked to the fact that they are more focused on the local companies (Moskowitz and
Vissing-Jergensen 2002, pp. 745-778). However, there is ample evidence that sustaina-
ble diversification benefits can be achieved by investing in local companies that oper-
ate internationally (Errunza, Hogan, and Hung 1999, pp. 2075-2107; Aliu et al. 2019,
pp- 273-287; Berrill, Kearney, and O’Hagan-Luft 2019, pp. 672-684).

In the 1990s, most CEE countries went from a command economy to a system where
prices are set by market forces. However, a free-market economy and well-organized
financial markets are concepts not well known to these countries. According to the
Central Bank of Slovakia (2019), financial literacy may be one of the reasons why peo-
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ple are dissatisfied with the services of the financial system. Beckmann (2013, p. 9)
showed that in Romania, savings and investments are positively related to the level
of financial literacy. Adequate knowledge of the financial system and personal financ-
es enables individuals to react rationally in certain situations. Klapper, Lusardi, and-
Panos (2013, pp. 3904-3923) investigated issues related to financial literacy in Russia,
where there has been an enormous increase in the debt of private individuals.

Despite the benefits offered by stock market unification, it is extremely complex,
involving not only economic issues but also political will. Brexit has made this prob-
lem even more difficult, as London (The City) was the main financial center in the
European Union. Portfolio diversification techniques were used to explore the pos-
sibility of creating a single equity market for CEE countries. Seven equity markets
have been selected from CEE countries to measure their risk and identify the benefits
of the unified exchange. Our study deals only with equity markets in the CEE coun-
tries, bypassing the bond market, which is even more complex when analyzed. First,
the study divides the selected stock exchanges into separate portfolios based on the
number of listed firms during 2018 and 2019. The additional aim of the study was
to identify which countries benefit from a unified equity market in terms of diversi-
fication risk and which do not. Based on the identified problem, the following ques-
tions were asked:

RQI: Which is the individual diversification risk of a selected CEE equity ex-
change?

RQ2: Which are the diversification benefits of a unified CEE equity exchange for
individual countries?

Methodology

The methodology is organized into two sections, where section 3.1 analyzes data col-
lection while section 3.2 focuses on the diversification model.

Data collection and processing

The study measures the risk and returns tradeoff of the individual CEE stock markets
and identifies the diversification benefits of unified stock markets in terms of risk and re-
wards. Closed stock prices and trading volume were the two main inputs used in the di-
versification model. Table 1 shows the selected equity exchanges for our study, the number
of firms, and the period when the data were analyzed. Stock prices and trading volume
were collected weekly from 5.01.2018 to 3.01.2020 for individual firms listed.

Seven CEE stock markets were selected, i.e., the Bratislava Stock Exchange (SAX),
Budapest Stock Exchange (BUX), Prague Stock Exchange (PSE), Warsaw Stock Ex-
change (WIG20), Bucharest Stock Exchange (BVB), Zagreb Stock Exchange (ZSE),
Ljubljana Stock Exchange (LJSE), and Bulgarian Stock Exchange (BSE).
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Table 1. Stock exchanges of CEE countries and the number of firms selected

Equity Index Country No. of firms Period
Portfolio A1 | SAX Slovakia 7 5.01.2018-3.01.2020
Portfolio A2 | BUX Hungary 14 5.01.2018-3.01.2020
Portfolio A3 | PSE Czech Republic 12 5.01.2018-3.01.2020
Portfolio A4 | WIG20 Poland 20 5.01.2018-3.01.2020
Portfolio A5 | BVB Rumania 14 5.01.2018-3.01.2020
Portfolio A6 |ZSE Croatia 18 5.01.2018-3.01.2020
Portfolio A7 | LJSE Slovenia 10 5.01.2018-3.01.2020
Portfolio A8 | BSE Bulgaria 14 5.01.2018-3.01.2020
Portfolio C | (SAX + BUX + PSE + WIG20 + | — 109 5.01.2018-3.01.2020
+ BVB + ZSE + LJSE + BSE)

Source: authors’ own elaboration.

In financial markets, we have continuous entry and exit of firms, which af-
fects the structure of the exchange. For this reason, only firms were used that have
closed prices and trade volume in the Thomson Reuters Eikon Database (2020),
from 5.01.2018 to 3.01.2020. The closed stock prices and trade volume for all select-
ed companies are harmonized on identical dates. Each stock market is considered
a separate portfolio based on the number of firms listed during the period covered
in our study. Portfolio Al stands for the Slovak Stock Market (SAX), portfolio A2
for the Hungarian Stock Market (BUX), and so on, to portfolio A8 linked to the Bul-
garian Stock Market (BSE). However, portfolio C represents the unification of the
eight stock markets selected for our study (SAX + PSE + WIG20 + BVB + ZSE +
LJSE + BSE). Countries like Poland, Romania, Hungary, Bulgaria, Croatia, and the
Czech Republic have their national currencies, while Slovenia and Slovakia use the
euro. To harmonize the data in portfolio C, stock prices and trade volume of all
firms from the TRD were collected in the euro currency. The work does not con-
sider the exchange rate risk, direct and indirect taxes, or transaction costs.

Diversification model

Since stock markets are classified as separate portfolios, their risk is measured using
Markowitz’s (1952) diversification techniques. Diversification risk is influenced by el-
ements such as correlation among financial instruments, concentration, and volatili-
ty of returns. When the concentration level (measured by trade volume) in the port-
folio increases, the diversification risk is higher and vice versa. An additional element
of portfolio risk is correlation among assets, standing between -1 and +1
(—1<¢; <+1). Portfolio managers reduce portfolio risk when items are not perfect-
ly positively correlated. However, in reality, it is very difficult to combine assets that
have perfect negative correlation -1. The formula below presents the correlation coef-
ficient:
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cov(l,2
P2 = (_), (1)

0,0,

where: cov stands for the covariance between two securities (1, 2), and 0, and 0, in-
dicate the standard deviation of the first and second security in the portfolio. Portfo-
lio uncertainties also depend on the standard deviation of each financial asset found
in the portfolio. The standard deviation is measured by the weekly returns of each
stock identified in the respective portfolios (portfolio Al, A2, ..., A8, C). Markowitz’s
diversification formula is used to measure the diversification risk of the separate port-
folios selected for our study. The general form of the diversification risk formula is as
follows:

oy

P’”kz = Zk:wj O-ii + 2ZZWfk Wi i @

i j<i

Explanations regarding the formula used: The method indicates that Pr stands
for the portfolio in the year k and is calculated based on the number of 7, listed firms.
Items such as i,j =1,....,n, show the positions and order of the companies in the
particular portfolios (stock markets); basically, index i and j stand for the listed firms.
Item i islinked with a particular security (listed firm), while item j assures that cor-
relations are generated on distinct assets in the portfolio. However, w captures
the weights of the assets (stock market firms) in the portfolio while w* stands for the
squared weights. 0 represents the variance of returns while o indicates the stand-
ard deviation of returns of individual securities in the portfolio. ¢, ; represents the
correlation coefficient of all possible firms in the portfolios (stock markets).

The programs that are used to implement the diversification risk formula
are Python 3.6.3 (version 0.21.0), Jupiter Notebook (version 5.2.0), and Numpy
(version 1.13.3). The equation below is used to generate the results for the inputs
used in our study:

} 3
Y 0 fori>j ®)

U. = {bij fori<j
where: b; shows the orders (sequences) among listed firms in the portfolio, i,and j.
The first step in the process is to organize the excel table with all possible combina-
tions between financial securities (in our case, equity stocks). This process involves
combinations with 1,2,3,4,5,6,............n where n indicates all the equity stock
within the experiment. The combinations could be between “Equity Stock A” and “Eq-
uity Stock B,” while the other combination might be within “Equity Stock A,” “Equity
Stock B,” and “Equity Stock C”. Combinations of the financial securities in the organ-
ized table generate merging data, where the merging happens by grouping financial
securities of each stock market in one place. The identical process of merging data
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tracked all selected equity indexes (in our case, named portfolio Al, A2....... C). For
the combination process and merging the data, the panda library was used. (A special
program is built for this whole process and is available on request.)

The next step requires cleaning the data for all files that are generated from the
combinations of the financial securities. Rows were removed for all equity stocks that
did not have data for the period we have defined. To make the best use of the data,
the interpolation method was used for the missing data. The final procedure contains
the calculation of all combinations for each portfolio (A1, A2...... , C). Each portfolio
is driven through the calculated inputs such as “Correlation,” “Variance,” “Standard
Deviation,” and “Portfolio Risk”.

Returns to investors are generated from price changes (capital gains or losses) and
the level of dividends distributed. The study does not take into account the level of div-
idend distributed but measures only weekly weighted average returns. The reason why
weighted average returns are selected and not a simple arithmetic return is because
companies have different weights within their portfolios (stock markets). The formula
below shows the weighted average returns:

war = Zwl.Ri. (4)
i=1

A higher concentration of securities within the portfolio increases the diversifica-
tion risk and vice versa. The Herfindahl-Hirschman Index (HHI) is used to measure
the concentration level via trade volume that each firm contains within its respective
portfolios. Portfolios containing HHI less than 1500 points are considered sufficiently
competitive, while portfolios with HHI between 1500 and 2500 points are considered
moderately concentrated. However, HHI over 2500 points is treated as highly concen-
trated, where two or three companies hold most of the trading volume in the portfolio.
The formula below shows how HHI is calculated:

HHI= £+ £+ f + e [, (5)

where: f, represents the percentage share of firm 7 within the portfolios (stock mar-

ket), which appears as an integer and not a percentage.

Results

The results are divided into two parts. Section 4.1 compares the diversification risk
of individual stock markets (portfolios), while section 4.2 identifies the diversification
benefits of a unified CEE stock market.
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Diversification risk of the individual portfolios (stock markets)

The work analyzes the risk-return tradeoff of each portfolio based on the Markowitz
diversification techniques. Stock markets selected from the CEE countries are consid-
ered separate portfolios based on the listed firms during 2018/2019. Table 2 shows the
descriptive statistics for the eight selected stock markets analyzed in our study.

Table 3 shows the main inputs used to measure portfolio risk ( Pr ), such as weight
concentration (HHI), average correlation ( p; ), average variance (02 ), and average
standard deviation of returns ( ¢ ). The HHI shows that five portfolios are highly con-
centrated, i.e., portfolio A1 (HHI = 6626.5), followed by portfolio A5 (HHI = 4971.3),
portfolio A7 (HHI = 4314.1), portfolio A3 (HHI = 4138.8), and portfolio A6
(HHI = 3298.2). The BSE index, i.e., portfolio A8, has a moderate degree of concentra-
tion, where HHI is 1571. Portfolios C, A4, and A2 are sufficiently competitive, with
HHI lower than 1500 points. Portfolio A1 (SAX) holds the highest level of concentra-
tion, while portfolio C (hypothetical CEE Index) holds the lowest.

Table 4 indicates the correlation matrix of the companies listed on the Prague Stock
Exchange (PSE) - portfolio A3. On average, all portfolios contain a positive correla-
tion ( Avg. Py ), increasing portfolio risk ( Pr ). The lowest average positive correlation
is for portfolio A7 (; = +0.03), tracked by portfolio A1 (¢, = +0.04), portfolio C
and A6 (; = +0.05), while portfolio A5 (¢; =+0.39) is at the end.

The Ljubljana Stock Exchange (LJSE), i.e., portfolio A7, holds the lowest positive av-
erage correlation, while the Bucharest Stock Exchange (BVB), i.e., portfolio A5, has
the highest positive average correlation. Uncertainties created by price changes are
an additional element that influences portfolio risk ( £ ). The average standard devi-
ation (Avg. 0 ) is measured by the weekly returns of each firm listed in the respective
portfolios. The index with the highest degree of volatility is portfolio A7 (0 = 5.5%),
followed by portfolio A6 (o =4.3% ); portfolio A3 (0 = 2.4% ) has the lowest vola-
tility level.
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Table 3. The main components used for measuring portfolio risk (Pr)

Indexes HHI Pr Avg.o Avg.o; Avg.o? war
Portfolio A1 |SAX 6626.5 | 2.7% | 3.4% 0.04 0.00354 -0.12
Portfolio A2 | BUX 12909 | 2.3% | 4.2% 0.11 0.00248 0.41
Portfolio A3 | PSE 4138.8 | 1.7% | 2.4% 0.14 0.00065 0.02
Portfolio A4 | WIG20 11834 | 2.5% | 4.2% 0.25 0.00185 -0.22
Portfolio A5 |BVB 4971.3 | 29% | 3.3% 0.39 0.00121 0.39
Portfolio A6 |ZSE 3289.2 | 5.5% | 4.3% 0.05 0.00246 0.64
Portfolio A7 |LJSE 43141 | 1.9% | 5.5% 0.03 0.00495 0.07
Portfolio A8 |BSE 1571.2 | 1.4% | 2.8% 0.06 0.00096 -0.05
Portfolio C | CEE index 9511 | 21% | 3.7% 0.05 0.00169 0.07

Source: authors’ own elaborations based on the Thomson Reuters Eikon Database (2020).

Portfolio A6 ( Pr=15.5% ) has the highest level of diversification risk, followed
by portfolio A5 (Pr=2.9%), portfolio A1 (Pr=2.7%), and finally portfolio
A8 (Pr=1.4%). The lowest level of portfolio risk is generated by the Bulgarian Stock
Exchange (BSE), i.e., portfolio A8. In contrast, the Zagreb Stock Exchange (ZSE) - port-
folio A6 - holds the highest level of portfolio risk (7 =5.5%), but it also offers the
highest weekly weighted average return (war = 0.64).
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Chart 1. The relationship between weekly weighted average returns (war) and portfolio risk (Pr)
Source: authors’ calculations based on the Thomson Reuters Eikon Database (2020).

Chart 1 shows the relationship between portfolio risk (Pr) and the weekly weighted
average return (war) of the selected portfolios. The graph indicates that the relation-
ship between risk and return in most portfolios is in line with portfolio theories (the
risk level is offset by return benefits). Switching from BUX to PSE, the portfolio risk
decreases, but the weekly weighted average returns. In contrast, if we move from PSE
to WIG20, the portfolio risk increases and the returns fall; the same happens with
SAX. The exception is ZSE, where the higher portfolio risk is not offset by the same
increase in the weekly weighted average returns. The portfolios where the risk-return
tradeoft is in line with portfolio theories are BUX, PSE, BVB, LJSE, BSE, and the hy-
pothetical CEE Index. Meanwhile, portfolios that go against portfolio theories are
ZSE and SAX.

Diversification benefits of a unified hypothetical CEE equity index

This section analyzes the benefits of a unified stock market in terms of portfolio risk,
volatility, weekly weighted average returns, and concentration level. As can be seen
from Chart 2, some countries benefit from stock market unification while others
do not. Countries that benefit in terms of portfolio risk (Pr) from the stock mar-
ket unification are portfolios Al (SAX), A2 (BUX), A4 (WIG20), A5 (BVB), and A6
(ZSE). Portfolio C is 10% less risky than A2, 19% less risky than A4, 29% less risky
than Al, 38% less risky than A4, and 162% less risky than A6. In contrast, portfoli-
os that do not benefit from the stock market unification are A8 (BSE), A7 (LJSE), and
A3 (PSE). However, portfolio C is 10% riskier than A7, 19% riskier than A3, and 33%
riskier than A8.
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Chart 2. The benefits of a common equity index in terms of risk, returns, volatility, and concentration
level
Source: authors’ calculations based on the Thomson Reuters Eikon Database (2020).

Analyzing the weekly weighted average returns, three portfolios will realize
higher weekly weighted average returns while the other three will have lower week-
ly weighted average returns from unification. Portfolios that might enjoy higher
weekly weighted average returns from unification are A8 (BSE), A4 (WIG20), and
Al (SAX). In contrast, portfolios like A2, A5, and A6 do not benefit from unifica-
tion since they already hold better returns than the hypothetical portfolio C. Port-
folio A7 (LJSE) has identical weighted average weekly returns with portfolio C.

Portfolios that benefit from the unification of stock markets in terms of the stand-
ard deviation of returns (STD) are Al, with an 8% decrease in STD, A5, with an 11%
decrease, A8 with 24%, and A3 with 35%. In contrast, portfolios that do not benefit
from the unified stock market in terms of STD are portfolios A2, A4, A6, and A7. The
level of concentration measured via the HHI Index declines for all selected stock mar-
kets when pooled into a single equity market.
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Table 5. The weights of the largest companies in their national indexes and within the hypothetical CEE

index
Company Names Weights (portfolios) Weights (CEE exchange)

Tatry Mountain Resorts as (SAX) 80.50% 1.32%

Opus Global Nyrt (BUX) 16.20% 1.51%

Moneta Money Bank as (PSE) 61.80% 2.70%

Tauron Polska Energia SA (WIG20) 22.80% 11.60%

OMYV Petrom SA (BVB) 64.20% 22.20%

OT Optima Telekom dd (ZSE) 52.10% 0.15%

Krka dd Novo Mesto (LJSE) 59.40% 3.11%
Industrial Holding Bulgaria AD (BSE) 27.60% 0.11%

Source: authors’ calculations based on the Thomson Reuters Eikon Database (2020).

Table 5 shows that some companies lose their weights from the stock market uni-
fication. Moneta Money Bank’s market position drops from 61.8% to 2.7% within the
CEE index. The market position (weights) of Polish company Tauron Polska Energia
declines from 22.8% to 11.6% during the transition to the hypothetical CEE equity
market. In this aspect, a common CEE equity market is not in favor of companies
listed on the national stock markets, as they lose their visuality from the unification
process.

Conclusion

Capital markets are an important pillar for generating a competitive environment
within the financial system. The stock markets of CEE countries are characterized
by a low level of efficiency, which indicates that not all events are integrated into stock
prices. Unification might increase trade volume, harmonize transaction costs, and
eventually increase the efficiency of CEE equity markets. This paper compares risk re-
turns tradeoffs based on the diversification techniques related to the selected CEE stock
markets. The study also analyzed which countries benefit and which do not in terms
of diversification risk from the stock market unification. Selected equity markets are
considered as separate portfolios based on the listed firms during 2018 and 2019. Based
on the HHI, eight portfolios have a high concentration level where a limited number
of firms influence the entire stock market performance. The unified hypothetical CEE
equity market reduces the concentration of all selected exchanges but diminishes the
importance of large companies.

The correlations between assets influence portfolio risk, where the BVB Index has
the highest average positive correlation while the LJSE has the lowest. In terms of vol-
atility, the LJSE Index shows the highest level of STD while the PSE Index has the
lowest.

The first research question addressed the separate portfolio risk of the eight select-
ed CEE equity markets. In response to the first research question, the index with the
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highest portfolio risk is ZSE, followed by BVB, SAX, and finally BSE Index. Howev-
er, while the ZSE Index has the highest portfolio risk, it also offers the highest weekly
weighted average returns.

The second research question raised the issue of diversification benefits from a sin-
gle equity market for the selected CEE countries. Portfolio C, i.e., the hypothetical
CEE equity market, does not reduce the portfolio risk of the overall selected exchang-
es. Therefore, after stock market unification, the portfolio risk increases for some coun-
tries while it decreases for others. The equity exchanges that benefit from unification
in terms of portfolio risk are SAX, BUX, WIG20, BVB, and ZSE. However, for equity
exchanges where the portfolio risk increases from unification are BSE, LJSE, and PSE.
The increase in the size of the stock market generated by the unification may reduce its
volatility. For some indexes, such as BUX, WIG20, ZSE, and LJSE, volatility increases
from the unified stock market. However, the unified CEE index eliminates the impor-
tant position of many listed firms that hold on to their national stock markets.

The results contribute to the ongoing discussion on the EU’s capacity to create a sin-
gle equity market. However, the results are limited solely to the risk-return tradeoffs
of a possible common equity market in the selected CEE countries.

The complexity of stock market unification in CEE countries is also related to dif-
ferent transaction costs and diverse financial reporting standards. Furthermore, some
of the member countries have national currencies and unique taxation systems that
are not covered in our study. The results include only data for 2018 and 2019; to have
a better understanding of risk outcomes, it would be preferable to compare historical
trends. Stock market unification cannot be viewed only in terms of economic bene-
fit, but also the cultural context and political differences. Moreover, stock markets are
symbols of the national economy, which can hardly be merged under a unified, organ-
ized exchange. The European Commission’s idea to operate within a unified capital
market is an ambitious project that requires a more integrated approach to the prob-
lem and not just a financial one.
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Perspektywy dywersyfikacji jednolitego rynku akgji:
qnaliza na przyktadzie wybranych krajow Europy
Srodkowo-Wschodniej

Opracowanie przedstawia analize korzysci ptynacych z istnienia jednolitego rynku akcji
dla o$miu rynkéw akcji z Europy Srodkowo-Wschodniej w kontekscie ryzyka dywersy-
fikacji. Dla celéw analizy kazda gietda zostata potraktowana jako osobny portfel obej-
mujacy spotki notowane w latach 2018-2019. Do identyfikacji ryzyka o$miu rynkéw
akcji z Europy Srodkowo-Wschodniej wykorzystano techniki dywersyfikacji portfela.
Whyniki analizy wskazuja, ze rynkiem akcji o najnizszym ryzyku dywersyfikacji byta
Gietda Butgarska, nastepnie Gietda Papierow Wartosciowych w Pradze, Gietda Papie-
réw Wartosciowych w Lublanie i Gietda Papieréw Wartosciowych w Zagrzebiu. Portfel
zbudowany z akcji Gietdy Papieréw Wartosciowych w Zagrzebiu nidst ze soba najwyz-
sze ryzyko portfela, ale jednoczes$nie oferowat réwniez najwyzsze tygodniowe $rednie
wazone zwroty. Rynki akcji, na ktérych doszto do zmniejszenia ryzyka portfelowego
w wyniku ujednolicenia, to Gietda Papieréw Wartosciowych w Bratystawie, Gietda Pa-
pierow Wartosciowych w Budapeszcie, Gietda Papieréw Wartosciowych w Bukaresz-
cie, Gietda Papieréw Wartosciowych w Warszawie i Gietda Papieréw Wartosciowych
w Zagrzebiu. Indeksy, dla ktérych wzrastato ryzyko portfela w momencie ujednolicenia,
dotyczg Butgarskiej Gietdy Papieréw Wartosciowych, Gietdy Papieréw Wartosciowych
w Lublanie i Gietdy Papieréw Wartosciowych w Pradze. Z perspektywy zarzadzania,
inwestujacy w instrumenty finansowe zyskuja nowe spojrzenie na mozliwosci dywer-
syfikacji oferowane w ramach hipotetycznego jednolitego rynku akcji w Europie Srod-
kowo-Wschodniej.

Stowa kluczowe: mozliwosci dywersyfikacji, rynek gietdowy Europy
Srodkowo-Wschodniej, korzysci z ujednolicenia, bilans korzysci i ryzyka
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Abstract

Since the fall of communism, the big cities of Central Europe have been included in the
international metropolitan network, and their economic performance has improved
significantly. Based on that, it can be asserted that the whole region is undergoing
a process of metropolisation, which may be manifested by a focus of development
in the limited areas of metropolises. Therefore this paper aims to present the results
of a closer examination of this process in Central Europe. It is based on a comparative
analysis of the metropolises in relation to their countries in terms of economic per-
formance. A taxonomic approach based on Hellwig's development pattern is adopted.
The available Eurostat data (NUTS 3 level) on a range of socio-economic characteris-
tics is used. The study results show that the economic performance of Central Euro-
pean metropolises is relatively closer to Western Europe’s cities than the countries’
non-metropolitan parts. Highlighting development issues in Central Europe from the
spatial-metropolitan point of view is the paper’s added value.
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Introduction

Traditionally, the EU economy is seen as a community of nation-states that intensify
their cooperation but are still different regarding economic performance. Some more
spatially oriented authors argue that this view is abstract in the absence of trade bar-
riers and the free movement of capital, services, and labour. A better way of looking
at the European economy would be to understand it as spatially connected production
systems or an archipelago of metropolitan centres (Kritke 2007, p. 26).

As the integration of the New Member States from Central Europe (CE) into the
single market advances, a convergence process between them and the “old EU” is of-
ten emphasised. From a spatial point of view, a question that arises naturally is wheth-
er this relatively fast growth in the east is focused in big cities or if it appears more
equally in space. As the first option could be called metropolisation, this study will
first describe the basic features of metropolises and metropolitan growth sources.
Then, metropolisation will be explained, and contemporary literature on the metrop-
olises of CE will be reviewed. In the empirical part, the performance of metropolises
and non-metropolitan regions of different EU parts will be considered. It will make
it possible to address the research question: Is the economic performance of CE me-
tropolises relatively closer to the cities of Western Europe (WE) than the performance
of the non-metropolitan parts of their countries? The results of both the theoretical
and analytical parts will be used in the final reflection of CE’s development. The pa-
per’s added value is that it brings spatial and metropolitan arguments to the discus-
sion on the development issues in Central Europe.

Metropolises and metropolisation - basic definitions
and features

Common sense suggests that a metropolis is an area of a big city plus its suburbs?.
However, the literature shows that metropolitan status depends more on functional
characteristics than physical or demographic size. Some of those metropolitan features
will be briefly described below.

What primarily distinguishes metropolises from any other big agglomeration is that
the former performs high-order economic, political, administrative, social and cul-
tural functions (Parysek and Mierzejewska 2006, p. 302). This ability is based not only
on the size of the metropolis but also on its structure. A metropolis is a complex of eco-
nomically diversified districts that enable a high degree of the social division of labour
(Angotti 1995, p. 627). This transfers into a unique offer both in the field of consumer
goods and activities, as well as the conditions for business activity.

1 For convenience, metropolises in this study will also be referred to as cities.
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Another feature of metropolises is that they tend to be connected by flows of infor-
mation (Forster and Mainka 2015, p. 1895), money, people, goods and services relatively
stronger than other areas. Unrestricted flows of those factors allow for interdependence
and specialisation of metropolitan areas that are often referred to as a “global network
of cities” or “global cities” (Roberts 2005, p. 111). This network of inter-connected cities
is often seen as essential in the current phase of globalisation (Taylor 2004, p. 55).

Even though the degree of connections between cities depends strongly on contem-
porary technology, the importance of big cities and their links is nothing new. Histor-
ically, a significant part of socio-economic processes took place in cities, and capital
was also accumulated there (Garza 1999, p. 149). As some authors phrase it, cities were
the spaces where “creative destruction” took root (Boudreau et al. 2007, p. 31). Political,
sociological and economic changes did not come to the cities from the outside, but they
were conceived and implemented inside. Next, those changes were passed to other cities
and, later on, to other areas. New technologies and production systems were introduced
early in the cities because the most intensive networking also took place there. Cities
always seem to provide a socio-spatial milieu that is flexible in coordinating wages,
industrial relations, consumption modes and political power (Cho 1997, p. 195).

As activity tends to cluster in cities, this leads to disparities between them and non-met-
ropolitan and, especially, rural areas. Even though some living costs may also be higher
in cities, the urban wage premium may also exist. One study estimated it to be 21% (Laszk-
iewicz 2016, p. 865). This premium may encourage employees to move to metropolitan
areas, enriching the labour markets. On the other hand, employers may focus their most
demanding, and therefore, highly paid, jobs in those areas. This way, “cumulative causa-
tion” fuels cities’ growth (Krugman 1997, p. 17).

This clustering of populations and activities in and around large cities is referred
to as metropolisation (Fuguitt, Heaton, and Lichter 1988, p. 115). In contemporary
discourse, this process is often connected with globalisation, and the links between
those processes are often emphasised. Some authors see metropolisation as “an urban
counterpart of globalisation” (L'Hostis 2009, p. 434). To take advantage of globalisa-
tion, i.e., to become a metropolis, a city needs to create and develop new activities and
attract, adapt, and continuously change due to its internal economic diversity and ac-
cumulated capital (Gaussier, Lacour, and Puissant 2003, p. 253).

On the one hand, metropolisation means spatial fragmentation and discontinui-
ty, and it creates “porosity”, but on the other hand, it can also increase the resilience
of economies (Pessoa, Altes, and Tassan-Kok 2015, p. 1). It was argued, even histori-
cally, that critical assets, activities and processes tended to concentrate in metropolis-
es. As the most diversified and fast-advancing parts of economies, metropolises can
reinforce those economies. They seem to be inevitable, especially for modern services
and advanced industries. Based on these arguments, Short (2012, p. 6) called big met-
ropolitan areas “new building blocks” of economies.

Some studies that can today be seen as classical in the field indicate firms’ interna-
tionalisation as the driving force of metropolisation. Foreign companies tend to lo-
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cate in large cities, and this trend is strongest in the case of headquarters and financial
branches (Rozenblat and Pumain 1993, p. 1706). Those companies bring capital, but
also technology and organisation, and, crucially, their presence makes a city a part
of the global corporate network.

However, metropolisation is not limited to inter-city connections. It also works
on the intra-metropolitan level and alters the spatial pattern of cities. One study sug-
gests that the functional division of labour is reinforced inside cities because of the
business service sector’s growth. This, in turn, leads to so-called “pericentral” spatial
development, where the business specialisation of particular districts is relatively high
(Halbert 2007, p. 89).

A metropolis does not need to be monocentric. Metropolisation can be seen as the
functional, cultural and institutional integration of nearby cities to benefit from ag-
glomeration advantages. The initial cities can, in a sense, “borrow the size from each
other”, and this can be a stimulus that allows them to be more competitive in a glo-
balised world. The metropolis that grows this way will probably be based on more
than one initial city, so it will be polycentric (Meijers, Hoogerbrugge, and Hollander
2014, p. 53).

An issue that should be clarified here is that metropolisation is more than just a part
of the urbanisation process. Even though on the grounds of theory it should be clear
that the distinction between the two processes is more than just their scale, there is also
other evidence to prove it. The authors of one study on metropolises focus on the city
size in terms of population, showing two interesting features derived from empirical
data. The first is that in relatively smaller countries, the importance of metropolises
is higher than in larger ones. They understand this importance as the size of the main
city in comparison to the whole urban population. This means that in relatively small
countries, a big enough metropolis is necessary to perform all the metropolitan func-
tions, including hosting international companies. The second regularity is that during
long periods and in different countries, the size of metropolises tends to grow faster
than the overall size of the urban population. Thus, even though urbanisation is an
inevitable counterpart of development, metropolitan growth is connected even more
strongly with advances of economies (Pumain and Moriconi-Ebrard 1997, p. 313).
It may be because the goods and services of the highest order tend to be completely
concentrated in the most important cities, making “ordinary cities” just the receiv-
ers. In this tone, metropolisation can be described as “a higher stage of urbanisation”,
in which the importance is crucial (Viturka et al. 2017, p. 505).

One of the consequences of metropolisation is the pressure to increase the politi-
cal importance of metropolises. As some argue, cities may gain more political power
in unitary states, whereas in more federal ones, their power will be limited by regional
governments’ powers, such as lands, cantons or regions (Kiibler, Schenkel, and Lere-
sche 2003, p. 276).
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Metropolisation in Central Europe

After this brief characterisation of metropolises and metropolisation, it is possible
to take a closer look at this process in CE. It could be interesting because this region
was included in the world network of economies in the 1990s, while in the West, this
stage of globalisation started after World War II . Thus, it can be safely stated that
both globalisation and metropolisation in CE might still be different when compared
to WE.

The fact that metropolisation is a part of CE’s spacio-economic reality has been
shown from different angles. Smetkowski used data for the first decade of the 21* cen-
tury and showed that metropolisation is indeed being pursued in the CE region.
He suggests that it is mainly based on metropolises’ ability to attract investments
in advanced services and innovative manufacturing. However, it is especially inter-
esting that this process applies not only to the capital cities, which are usually the
biggest in terms of population, but there is also diffusion of this development model
in space, at least to some degree (Smetkowski 2013, p. 10).

On the other hand, Pumain and Rozenblat, who focused on the spatial character
of metropolisation, show that this diffusion is indeed limited and metropolisation
in CE differs from WE. They explored the relationship between city size and its me-
tropolisation status, and they showed that it is much more robust in CE than in West-
ern Europe. As a rule, the biggest cities in particular countries tend to demonstrate
a metropolitan status (understood in the study in a functional way), and those metrop-
olises do not cluster together spatially. In WE, in turn, cities follow a more centre-pe-
riphery pattern, which means that the most important cities tend to cluster in the cen-
tre of this region. It may genuinely validate the statement that metropolisation in CE
is still at a different stage than in WE. Pumain and Rozenblat also argue that their re-
sults show two more things. First, they show a paradox because, before opening them-
selves up to globalisation, the structure of cities in CE was less hierarchical than today,
almost thirty years later. Second, in their opinion, this highly hierarchised “archipel-
ago-like” character of metropolisation may not only indicate a delay in comparison
with the West, but it can also be a permanent feature of the different structures of CE
economies (Pumain and Rozenblat 2019, p. 1659).

Sauer analysed CE metropolises in the light of the tourist market, as it can be a met-
ropolitan status symbol. In particular, the study was based on tourist network connec-
tions, and it reveals that thirty years since the beginning of free international integra-
tion, the division between WE and CE still exists. The most important tourist cities
in CE are, according to the methodology that was used, Prague and Budapest. Of the
Polish cities, only Warsaw and Krakéw can be seen as becoming parts of the world
tourist city network (Sauer and Bobkové 2018, p. 136). It can be stated that metropo-
lisation understood this way is progress in CE, although still far from maturity.

Another study of inter-city connections was based on a more general approach that
recalls the role of advanced services and innovative industry in metropolitan growth.
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In this case, the advanced producer services and R&D sector cooperation network
was examined. The results revealed the existence of strong ties between mostly big CE
capital cities. It is another sign of metropolisation in the region seen from the point
of view of strong links between metropolises (Kramar and Kadi 2013, p. 196).

Another study of metropolisation patterns was conducted for the Czech Republic.
The authors generally see the Czech Republic as following the metropolisation pattern
of WE. In particular, they draw a picture of metropolisation taking place mainly in the
Prague and Brno regions and argue that this trend of metropolitan development is go-
ing to prevail in the future (Maier and Franke 2015, p. 118). Those conclusions seem
to be in accordance with other studies.

An interesting observation was also made in another study. Smetowski examined
the influence of the 2008 financial crisis on metropolisation in CE. The results show
that the crisis did not change the overall trend, at least in the capital cities. A large share
of business services turned out to be the driving force of the metropolitan growth,
which did not stop during the crisis (Smetkowski 2015, p. 50). The long-term factors
behind metropolisation seem to be stronger than the effects of business cycles. It can
be even argued that the West’s financial constraints may work as an incentive towards
cost-cutting investments in CE.

Further advances in metropolisation can also be found in studies that provide pre-
dictions of the future development of spatial processes. One of them was prepared
for metropolitan development in Poland. As a probable scenario, it points to contin-
uing, but decelerating metropolisation. In its authors” opinion, this scenario should
be considered the reference in the investigations and policy-related studies (Korcel-
li-Olejniczak and Korcelli 2015, p. 119). In our opinion, whether and to what degree
this deceleration will be seen remains one of the most interesting in the field of met-
ropolitan studies in Poland.

Besides the research considering general patterns of metropolisation in the whole
CE or particular countries, there is another approach to this process, based on case
studies of particular metropolitan regions. A brief review of those studies will help
complete the picture of the current state of metropolisation in CE.

One study by Egedy et al. is based on a case study of Budapest. Although metropo-
lisation could be noticed to some extent in communist times, its contemporary magni-
tude only came after the fall of this system. This process was instantly driven by market
forces that were released in the 1990s. They emphasise that any policy attempts in this
field had only a follow-up character. There was no conscious strategy towards using
the city’s potential to increase its competitiveness based on metropolisation (Egedy,
Kovacs, and Csaba Kondor 2017, p. 27).

The Upper Silesian conurbation in Poland can be shown as an almost opposite ex-
ample, at least formally. A supra-local administrative structure consisting of cities and
surrounding areas was created and called the “Upper Silesian Metropolis”™. In prac-
tice, the initial phase of metropolisation can be fully observed only in Katowice. Some
signs of institutional infrastructure can be found in other cities belonging to this as-
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sociation, although it is too early to say that the whole area is a functional metropolis
(Szajnowska-Wysocka and Zuzanska-Zysko 2013, p. 122). It can be pointed out that
the local governments’ active fostering of metropolisation may prove successful as an
idea of restructuring the post-industrial area of Upper Silesia.

Spatial signs of metropolisation can also be seen in Warsaw, and they are mainly
driven by market forces. The results of a study by Kwasny et al. can be summed up in
a statement that this city follows a “pericentral” development pattern. This kind of pat-
tern was mentioned before as being characteristic of the big metropolitan area of Par-
is. It is also possible to connect it with the theory of clusters, as well as urban exter-
nalities (Kwasny, Mroczek, and Ulbrych 2019, p. 111), which allows us to say that it is
one of the symptoms of ongoing metropolisation. On the one hand, the location pat-
tern resembles western metropolises; on the other hand, it shows some local features.
Professional services prefer the central district, but other, mostly creative services
tend to form clusters outside the centre. Kwasny et al. direct attention to the fact that
in post-socialist cities, car dependency is relatively high. Nevertheless, as it was argued,
the “pericentral” pattern is more the norm than the exception in the case of metrop-
olises (Smetkowski, Celinska-Janowicz, and Wojnar 2021, p. 10).

According to another study, Krakow and its surroundings are undergoing the same
kind of spatial changes. The recent development of the area can be referred to as “peri-
central”, and it is important to emphasise that this process goes beyond suburbanis-
ing the same fraction of inhabitants. Suburbanisation also includes businesses, both
production and some kinds of services. A second sign of gaining metropolitan status
is that the functional relationships between Krakow and other urban centres are grow-
ing in meaning. It refers not only to local connections but to the growing network links
with other important cities in Poland (Kurek, Wéjtowicz, and Gatka 2017, p. 47).

Both case studies and works based on a more general approach confirm that CE
is an area in which metropolisation is taking place. This process bears common features
of metropolisation in other parts of the world, yet it is also unique due to the region’s
recent economic history. However, the picture of metropolisation in the region is not
complete, and empirical questions are waiting for an answer. One possible direction
for research is the links between metropolises and other parts of the country.

The trivial statement that there is always a division between metropolitan
and non-metropolitan (or just rural) areas is not enough. Metropolises can also
spread the development to those latter areas, and this diffusion is what is often
expected. In other words, the question is not if CE metropolises are ahead of their
countries, which is evident in the light of the very definition of metropolisation.
The more appropriate problems to study are the relative positions of CE metrop-
olises in relation to their western counterparts and the signs of the development
spreading from the CE metropolises to the rest of the country. Those problems
can be addressed by the question: Is the economic performance of CE metropo-
lises relatively closer to the cities of WE than the performance of the non-met-
ropolitan parts of their countries. This question will be dealt with below.
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Methodological context

The study’s primary geographical area comprises the following Central European
countries: Croatia, Slovenia, Slovakia, Estonia, Latvia, Lithuania, the Czech Repub-
lic, Bulgaria, Romania, Hungary and Poland, which are all New Members States of the
EU. As a reference, the countries of the EU-15, referred two as Western Europe, are
used. Those countries are divided into two groups, based on differences in econom-
ic performance related to their geographical locations. The first one is referred to as
Northern Europe, and comprises France, Finland, Denmark, Sweden, Germany, Aus-
tria, Belgium, the United Kingdom, the Netherlands and Ireland. The countries be-
longing to the second group are as follows: Italy, Spain, Greece, Portugal and Malta,
and this group are called Southern Europe.

Aswas demonstrated, the understanding of metropolises is primarily based on their
socio-economic functions and structure. This is why most authors that deal with urban
topics prefer to use functional rather than administrative approaches to delimitate city
boundaries. In this study, large metropolitan areas — not only city cores — will be con-
sidered. They will be called “cities” or “objects” (of the study) for convenience.

Preparing the list of objects to study is often the first step of any study. In the case
of metropolises, however, this is not an obvious procedure. The authors of different
studies use various criteria in this case. For example, the Urban Audit report provided
by Eurostat includes 52 “principal metropolises”. As its authors mention, they chose
to study actual metropolises, in other words, the most important and developed cities
(RWI 2010, p. 10). However, this choice is not appropriate for this study, as it excludes
cities that are not “metropolitan enough”.

Therefore, the decision was made to rely on a simple demographic criterion and
study all the cities that met it. Eurostat provides a list of 268 metropolitan NUTS3 lev-
el areas in Europe defined as cities and their commuting zones that comprise at least
250 thousand inhabitants (Eurostat 2013). However, this number of objects seems to be
far too big for this kind of study, and it is hard to consider the smallest areas as being
comparable to the biggest ones. So, the list was narrowed to metropolitan areas in-
habited by at least one million people, plus four smaller capital cities from CE, which
together made 87 objects to study.

After choosing the objects, a statistical comparison of them could be planned. Hell-
wig’s development pattern, which is a synthetic measure, was used as the primary
method. It is a taxonomic approach that makes it possible to rank the objects under
consideration according to several different features, which do not need to be of the
same kind or unit. Based on the literature review, six indicators were initially chosen
for which the data could be found in the Eurostat database. Those indicators can also
be called features of the objects under consideration, or diagnostic variables. They are
presented in Table 1.
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Table 1. The initial diagnostic variables

Symbol Description Unit
X1 Gross Domestic Product in Purchasing Power Parity Euro
X2 Employment in: financial and insurance activities; real estate | % of total employment

activities; professional, scientific and technical activities; ad-
ministrative and support service activities

X3 Gross Value Added in: financial and insurance activities; real | % of total GVA at basic
estate activities; professional, scientific and technical activi- | prices

ties; administrative and support service activities

X4 Number of patents Per 10,000 inhabitants
X5 Unemployment rate %
X6 Employment rate %

Source: own preparation.

The GDP and labour market variables (X1, X5 and X6) were chosen to indicate the
general economic performance. The other variables (X2, X3 and X4) can be called
structural, as they represent the objects’ structural state. This way, a broader compar-
ison, addressing not only growth but also development, could be performed.

The Eurostat database was the source used in this study, as it allows the user
to download data directly for the metropolitan areas mentioned above. In several cas-
es (for the number of patents and unemployment), it was necessary to add values from
the general regional database. As the latter were also provided at the NUTS3 level, this
did not disturb the integrity of the total data. The intention was to use the most up to
date data; however, the availability of this data differed, depending on its character.
It ranged from 2012, in the case of the number of patents, to 2015-2017 for GDP and
the chosen sections of economic activity, to 2019 for the labour market data. As can
be seen, data availability was far from ideal. However, the data for all objects were
collected from one source, which ensured comparability, and the overall score is up
to date. The data were available for all of the objects for most of the variables; only for
X2 and X6 were data missing for several objects.

Having collected the data, the procedure was first to eliminate the unnecessary vari-
ables and normalise them to make them comparable. It was then necessary to calculate
the synthetic measure for each city and compare the groups of cities. The same was then
done for the non-metropolitan regions of the member states, making it possible to draw
some conclusions on the cities’ condition compared to their countries’ condition.

The basic idea in constructing a synthetic measure is to use several variables, all
of which should have a high informational value. To control for it, first, the variability
coeflicient for each variable was calculated. There is no set limit below which a variable
should be eliminated. In this case, all of the coefficients turned out to be above 10%.
So none of the variables was disqualified at this step (Murawska 2010, p. 213). How-
ever, it is worth noting that the coefficient for X6 was the lowest, equalling 13%.
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Another useful fact is that if two variables are strongly correlated, it means that they
provide almost the same information. One such variable can be then eliminated. The
correlation coefficients for the variables are shown in Table 2.

Table 2. Coefficients of correlation for the initial diagnostic variables

A\ETET X1 X2 X3 X4 X5 X6
X1 1 0.54 0.58 0.58 0.48 0.41
X2 0.54 1 0.71 0.35 0.20 0.41
X3 0.58 0.71 1 0.21 0.10 0.14
X4 0.58 0.35 0.21 1 0.27 0.38
X5 0.48 0.20 0.10 0.27 1 0.88
X6 0.41 0.41 0.14 0.38 0.88 1

Source: own preparation based on the Eurostat regional database (Eurostat n.d.).

As there is no exact number above which the correlation should be considered too
high, here it was decided to use 0.7 as the border value. The correlation of X2 with
X3 and also X5 with X6 is above this rate. As mentioned before, in rare cases, there
is no data for X2 and X6, and the coeflicient of variation for X6 is also relatively low.
Therefore, those two variables could be eliminated without losses in the informative
value of the final measure. Thus, the final group of variables comprises X1, X3, X4
and X5.

For all the variables except X5, higher levels are desirable. For the unemployment
rate, lower levels are positive. To make this variable useful, it was developed such that
higher levels would also be positive. It was done by deducting the rate of each object
from the highest level noted. This way, the greatest difference was the biggest number,
which was also the lowest level of unemployment.

The next step was to normalise the data in order to make the influence of all fea-
tures equal. This was done by using the equation:

X, —minx,
z, =— —i=12...n,j=12...4, (1)

i .
max xij —min xij

where:
z; — the value of j-feature for i-object, after normalisation,
x;; — the value of j-feature for i-object, before normalisation.

The normalised values range from 0 to 1, where 0 is the worst score and 1 is the
best.

In the following stage, a synthetic measure of development for each object was cal-
culated. This measure can be verbally described as the sum of the distances of the ob-
ject under consideration to the best object for each variable, formally (Krakowiak-Bal
2005, pp. 73-74):
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d=1-5 i=12.n, @)
Co
where:
1
p 1
Cyo = Z(Zij —Zaj) R (3)
j=1
J— J— 1 n
¢ =¢ +28D, ¢ :_Zcio (4)
n‘s
and:

d; — Hellwig’s development pattern synthetic measure,
¢, — Buclidean distance of each z; from z,; (benchmark of development),
SD - standard deviation.

The final results for each object lie basically between 0 and 1, where 1 is the high-
est possible score, i.e. the development benchmark. Only extremely low results can
be lower than 0. In other words, the closer the score of a particular city is to 1, the bet-
ter this city was ranked.

Then, to compare the results, the cities were divided into three groups, ac-
cording to their countries. The first group was formed by 48 cities from West-
ern Europe. The second was made up of cities from the south of Southern Europe
(22 cities), and the third by cities from CE (17 cities). This approach was conven-
ient to illustrate the situation of the CE cities. To draw conclusions, the arithmetic
mean of Hellwig’s synthetic measure of development for each group was calculat-
ed, making it possible to compare them.

After that, the whole procedure was performed for the non-metropolitan areas
of the EU member states grouped the same way. The data came from the same Eurostat
database, which allowed the use of the values for non-metropolitan areas, except for
the number of patents, which was only available for the entire economies and used
as proxies for non-metropolitan areas. Finally, it was possible to compare the results
of the metropolises with the results of the non-metropolitan areas.

Results

The total scores of the metropolitan areas under consideration are presented in Ta-
ble 3. The closer their score is to 1, the closer the particular city is to the ideal type.
The cities are divided into three geographical areas and ordered according to the de-
clining score.
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The arithmetic mean of scores for the western and northern cities is vastly above
the means for the southern, central and eastern cities. What is worth noting is that the
latter is remarkably higher than the former. The distance of the mean score for the CE
cities to the western and northern cities equals 0.24. The same distance for the south-
ern cities amounts to 0.35. It should be pointed out that under the scheme used in this
study, the CE cities are better developed than the southern cities.

In Table 4, the same procedure results for the non-metropolitan areas of the coun-
tries are presented. Comparing them with the previous results allows us to make a rel-
ative assessment of the state of the cities and the rest of their countries.

Table 4. Final scores of the non-metropolitan areas (benchmark = 1,0)

Western and Northern Europe Southern Europe Central Europe

France 0.81 Italy 0.78 | Croatia 0.40
Finland 0.76 Spain 0.67 | Slovenia 0.40
Denmark 0.73 Greece 0.48 | Slovakia 0.34
Sweden 0.68 Portugal 0.41 | Estonia 0.27
Germany 0.68 Malta 0.33 | Latvia 0.25
Austria 0.66 Lithuania 0.22
Belgium 0.65 Czech Republic | 0.17
United Kingdom 0.63 Bulgaria 0.16
Netherlands 0.62 Romania 0.14
Ireland 0.60 Hungary 0.11

Poland 0.09
Mean 0.68 = 0.54 = 0.23
Distance to Western and Northern Europe - - 0.14 - 0.45

Source: own preparation based on the Eurostat regional database (Eurostat n.d.).

Again, the mean score for the western and northern countries is higher than
for the others. However, the mean for southern countries is significantly higher
than for the CE countries. The distance of the CE mean score to the most devel-
oped countries’ mean score is 0.22 further than for the metropolitan areas.

Conclusion

The comparison of synthetic indicators for the CE metropolitan and non-metropol-
itan areas in this study shows that the cities are relatively more developed than their
countries. Both types of areas are less advanced than their counterparts in the west
and north of Europe. However, the cities from CE are more developed than those from
the south of the continent. On the other hand, the CE non-metropolitan areas remain
less developed than those in the west, the north and the south. It enables us to give
a positive answer to the research question of this study. Then, it can be stated that the
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economic performance of CE metropolises is relatively closer to the cities of WE than
the performance of the non-metropolitan parts of their countries.

The results also show that the CE metropolises are the places where globalisation
transformed the structures of the regional economies in the most profound way. What
is again worth emphasising is not that the structures of the metropolitan economies
in CE can be referred to as more advanced than the remaining parts of their coun-
tries. This metro to non-metro relation appears everywhere. This study’s critical con-
clusion is that the cities are much more advanced in reaching the western level, while
their countries remain relatively behind.

It allows us to say that the spread of development from the CE metropolises to their
countries is limited. In other words, the metropolisation process is genuinely taking
place. The economically growing cities may even become the “growth poles” for their
surroundings, but this effect has not yet spread to the rest of their countries. Those
results, taken together with the work of Pumain and Rozenblat (2019, p. 1659) quot-
ed before, reinforce the conclusion that metropolisation in CE is still at a different
stage than in WE. In CE, it seems to be the main factor that shapes the spatial pic-
ture of economies, while in the West, a more core-periphery pattern is present.

As CE’s general distances to their western counterparts — both cities and coun-
tries — remain great, shortening those distances should be seen as a priority objective.
Discussing policy issues in this field is not easy, however. On the one hand, the metro
to non-metro divergence may seem problematic. On the other hand, any economic
policy to reduce it should be considered exceptionally cautiously. As shown in the in-
troduction, under the highly competitive conditions of contemporary globalisation,
strong metropolises are necessary for any national economy to remain competitive.
Moreover, even in the West, spatial differences remain, even though they are more due
to core-periphery differences.

A natural limitation of the study is that it shows a picture at a certain point in time.
This picture will undoubtedly change after more years of globalisation and European
integration, and knowing it will be interesting. The most promising research direction
seems to be observing the diffusion of development from the metropolises, especially
in the broader range.
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Osiagniecia gospodarcze metropolii Europy
Srodkowej. Podejscie poréwnawcze

Od upadku komunizmu, duze miasta Europy Srodkowej staty sie czescia $wiatowej
sieci metropolii, a ich rola gospodarcza znacznie wzrosta. Moze to oznaczaé, ze re-
gion ten doswiadcza procesu metropolizacji polegajgcego na skupianiu aktywnosci
na ograniczonych obszarach duzych miast i ich bliskiego otoczenia. Z tego wzgledu
celem artykutu jest zbadanie procesu metropolizacji w ESW. Badanie to jest oparte
na analizie poréwnawczej metropolii i obszaréw niemetropolitalnych pod wzgledem
poziomu rozwoju gospodarczego. W badaniu wykorzystano taksonomiczna miare roz-
woju Hellwiga. Uzyto w nim danych Eurostatu (na poziomie NUTS 3) w zakresie szere-
gu wskaznikéw spoteczno-ekonomicznych. Wyniki wskazuja, ze metropolie z regionu
sg blizsze pod wzgledem gospodarczym metropoliom Europy Zachodniej, niz obszary
niemetropolitalne z regionu w stosunku do ich zachodnich odpowiednikéw. Wartoscia
dodang artykutu jest spojrzenie na kwestie rozwoju regionu Europy Srodkowej przez
pryzmat przestrzenny i metropolitalny.

Stowa kluczowe: metropolie, Europa Srodkowa, metropolizacja, taksonomia
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Abstract

The aim of this paper is to evaluate the potential consequences that the shortcomings
in harmonising the national deposit guarantee schemes may have on the financial stability
of the European Union. The relevance of this subject is underlined both by the European
Commission’s intention to revive the European Deposit Insurance Scheme project in 2021
and the recent signals from Germany that they are willing to support the initiative. The
paper presents a review of the discussions on establishing a European Deposit Insurance
Scheme, the reasons for the project’s failure and the consensus solution that took the
form of the Deposit Guarantee Scheme Directive (DGSD). The limited scope of deposit
guarantee scheme harmonisation under this directive is discussed in the context of the
related EBA opinions pointing to different areas of potential improvements. Differences
in national implementation are also reviewed in terms of their potential impact on finan-
cial stability. Apart from a careful literature review, statistical analysis of the available fi-
nancial information characterizing the largest national deposit schemes of the euro is per-
formed to quantify their progress towards the target level of the available financial means.
The results prove that most national schemes are still far from reaching the 0.8% target
level of readily available funds and that potentially desirable amendments to the DGSD
may drag them even further away from reaching that target by 2024. The author conc-
ludes that from the perspective of financial stability, the EU should focus on establishing
a single scheme at an international level that would complete the project of establishing
a banking union. The results contribute to the ongoing discussion on the need to further
integrate the national deposit guarantee schemes inside the EU.
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Introduction

Nearly ten years have passed since the establishment of the banking union. Its crea-
tion was intended to break the vicious circle between the solvency of credit institu-
tions and taxpayer funding. In 2020, two pillars of the banking union - the Single
Supervisory Mechanism (SSM) and the Single Resolution Mechanism (SRM) - were
both in place. The third pillar of the banking union - the European Deposit Insur-
ance Scheme (EDIS) - is still missing, and the harmonisation of the deposit guarantee
schemes under the related directive has many flaws.

Centralised supervision under the SSM was established first, and its performance
is viewed as positive, in contrast to the SRM, which is frequently described as “[...]
in office, but not in power” (Garicano 2020, p. 2). The SSM’s reliance on national au-
thorities in the first years of operation can be seen as a weakness, yet it would be hard
to expect the newly appointed central supervisor to have all the relevant knowledge
and expertise from the outset. In the case of the SRM, the problem is that a decision
on a bank’s resolution has political weight, and there is still a strong preference for
bailouts. The literature on the subject also underlines that different national insol-
vency measures tend to interfere with the latter resolution, and the entire process los-
es efficiency as a consequence. Failure to establish EDIS is also frequently perceived
as a serious mistake that weighs on the success of the entire banking union project
(Zielinska 2019, p. 178). All these drawbacks have been recognised by the European
Commission, which has included a revision of the directives establishing the SSM and
EDIS in their 2021 work programme.

The aim of this article is to verify the impact that the shortcomings in harmonising
the national deposit guarantee schemes have on the financial stability of the European
Union and whether the revision of the Deposit Guarantee Schemes Directive can ef-
fectively address any of the identified weaknesses in the future. The analysis was based
on a careful literature review on the subject of financial stability and deposit guarantee
schemes, as well as statistical analysis of the quantitative data characterizing existing
national deposit schemes. The results contribute to the ongoing discussion on the es-
tablishment of a deposit guarantee scheme at the EU level.

Commission proposals to create a European Deposit
Insurance Scheme

The term “financial stability” is often understood as the banking sector’s resilience,
as liquidity and business continuity within that sector can prevent panic during a fi-
nancial crisis (Szczepaniska 2008, p. 2008). Financial stability is often analysed in the
context of optimum currency areas, where close financial integration is an impor-
tant precondition of their proper functioning (Zieliniska-Lont 2020, pp. 44-46). There
is ample evidence of the importance of deposit guarantee schemes for financial sta-
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bility. According to Large (2003, p. 2), it is trust in the banking system that condi-
tions its stability. The existence of guaranteed deposit pay-outs increases trust in the
banking system and plays an important role in facilitating bank resolution (Baudino
et al. 2019, pp. 1-3). The latter is all the more important when factoring in the conse-
quences of a negative feedback loop between the risk borne by the banking sector and
the home country risk (Stawasz-Grabowska 2020, p. 42).

The first attempt to create a common deposit scheme was in 2012, when the then
President of the European Council presented a proposal to create a banking union.
The first action in this field was Directive 2014/49/EU on deposit guarantee schemes
(DGSD), which forced Member States to create a guarantee scheme that would ensure
a minimum level of deposit insurance. In this context, it is worth mentioning a study
ordered by the Commission on national discretion under the DGSD (Centre for Euro-
pean Policy Studies 2019). The report provides a useful analysis of the degree to which
the Member States can adjust the shape of their national guarantee schemes to their
specific needs. A total of 22 national options and discretions (NODs) were identified
and analysed in terms of the impact they have on the level of protection offered to de-
positors. With such a level of discretion granted to the Member States in the context
of national guarantee schemes, the level of harmonisation under the DGSD was bound
to be unsatisfactory from the perspective of the ambitious banking union project.
Some of the most striking discrepancies between the national guarantee schemes will
be analysed in terms of their impact on financial stability in chapters 3 and 4.

In 2015, the European Commission (EC) presented the proposal to establish the
EDIS in a three-stage process: re-insurance, co-insurance and full insurance (see Zie-
linska-Lont 2020, pp. 137-141). The European Commission aimed to create a common
guarantee scheme for all of the EU and to achieve this goal in stages in order to rec-
ognise the concerns of the Member States over the mutualisation of their national
schemes. During the re-insurance phase, the EDIS would essentially serve as back-
up to the national schemes governed by the Single Resolution Board and support the
loss-financing process for up to 20% of the costs incurred. In the co-insurance phase,
the EDIS was to become the primary source of pay-outs, covering up to 20% of the
loss incurred in the first year of operation and up to 80% of that loss in the fourth year.
After that period, the full insurance phase would become a fact, and the EDIS would
fully replace the national schemes and would no longer require separate contributions
from the credit institutions.

Nonetheless, this proposal still encountered strong dissent from one Member
State - Germany. According to Donnelly (2018, pp. 214-216), Germany raised two
arguments - first of all, they were afraid that their national deposit insurance fund
would be used to help other banking systems even if some of their institutions should
have been resolved or closed before a common scheme was established. Secondly,
they underlined the risk of a contagion effect under a common scheme. The propos-
al was also criticised by the European Banking Federation (2015, p. 1), which criti-
cised the proposed pace of the reform and the non-satisfactory level of harmonisa-
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tion of national schemes under the DGSD. Howarth and Quaglia (2018, pp. 205-206)
argued that, in fact, it was the discrepancies between the national banking sectors
and tailor-made deposit guarantee schemes that caused the reluctance to establish
the EDIS. It can be argued that a common scheme disregarding the national specif-
icities of the national banking sectors would result in an uneven distribution of the
burden of the mutualised fund.

Without the consent of the Member States, the proposal was postponed for two
years, and in 2017, the EC announced a second plan to create the European Deposit
Insurance Scheme. In the proposal from 2017, the EC suggested that creating the de-
posit guarantee scheme needed more time in order to build trust in such a mechanism.
Therefore, the proposal was to establish the EDIS as a loan facility that would initial-
ly support the performance of the national schemes. The second step (co-insurance),
where the EDIS funds would be used first before the resources of national schemes,
would only go live after a positive economic test of the EU banking sector. After the
go-live, the EDIS would still initially cover no more than 30% of the loss incurred. In-
terestingly, the proposal did not specify how fast this loss absorption capacity would
grow or when it should reach 100%. Unfortunately, despite the multiple additional
precautionary measures, the EC proposal failed once again (Howarth and Quaglia
2018, pp. 190-209).

Another opportunity to return to the project of setting up the missing pillar of the
banking union stems from the DGSD itself. Article 19 (6) of the DGSD obliges the Com-
mission to report on the directive’s implementation progress. To support the Commis-
sion’s work in this area, the European Banking Authority (EBA) prepared three opinions
that look at different areas addressed by the directive’s provisions. Before these opin-
ions are described, it should be noted that a reassuring signal was sent by the German
Minister of Finance in November 2019, stating that his country should support the es-
tablishment of a common deposit guarantee scheme in order to complete the banking
union and deepen the financial integration (Silk 2019).

DGSD implementation and potential impact on financial
stability

The DGSD has left a lot of freedom to the Member States when it comes to the details
of how national guarantee schemes function, although the directive remains an al-
ternative solution to the far more ambitious plan of having a single deposit guarantee
scheme for all of the EU (Cerrone 2018, pp. 236-237). Weak harmonisation in terms
of resilient depositor protection remains a significant flaw of the increasingly inter-
linked financial market of the EU.

The EBA released its first opinion in August 2019, and it related to deposit eligi-
bility, coverage level and deposit scheme cooperation (European Banking Authority
2019b). In this area, the EBA prepared a number of proposals that would lead to im-
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proved harmonisation (Kozdras 2020, pp. 21-29). One area that could be addressed
under the directive was providing a clear definition of how the contributions from
a given credit institution are transferred between the schemes when the institution
moves all or part of its activities elsewhere. Here, the EBA indicated that the way the
transferred amount is calculated needs to change and requested that the European
Commission confer the responsibility for defining such a methodology onto them.
The Authority also signalled that the deposit guarantee schemes should cooperate
closely with anti-money laundering offices to make sure that no guarantee transfers
are made against deposits that may come from illegal sources. In terms of EU-third
countries relations, the Authority indicated that the Directive should make it clear
that no EU deposit guarantee scheme would cover any deposits held in third-country
branches of EU institutions. The opinion also indicated that the DGSD should clarify
that any third-country financial institution that becomes licensed by an EU Member
State is automatically obliged to join the deposit guarantee scheme, unless it can prove
it participates in an equivalent scheme that will protect the interests of EU depositors.
In order to optimise the operational costs, it was suggested that a certain minimum
threshold on deposit guarantee be established, below which no automatic repayment
action would be triggered (although the funds would still be returned upon request
of the owner). Amendments in the spirit of this opinion would improve the resilience
of the deposit schemes and would help to reject any claims from third countries after
the failure of an international financial institution.

The second opinion followed in October 2019 and related to deposit guarantee
pay-outs (European Banking Authority 2019a). The DGSD defines several parameters
common for all national schemes, and these include the guarantee level of 100,000 EUR
and the target level of the available financial means. Certain exemptions exist to the
guarantee level whereby Member States may choose to provide additional guarantees
on temporary high balances resulting from:

— private real estate transactions,

— deposits that serve social purposes (e.g. marriage, retirement),

— deposits based on payment of, e.g. insurance benefits.

The Centre for European Policy Studies (CEPS) report for the Commission signalled
that most Member States had chosen to implement such additional guarantees in their
national schemes (Centre for European Policy Studies 2019, p. 39). One very interest-
ing issue in this context is that the level of additional coverage varies greatly (between
30,000 EUR and an unlimited guarantee) and that, apart from Spain, this additional
coverage is not factored into calculating the fund’s own financial means that need to be
collected ex-ante by the deposit guarantee scheme. The existence of this flexibility did
not alarm the EBA since such additional protection can be facilitated through open-
ing a dedicated account, yet the Authority suggested that the revised DGSD should
harmonise the duration of the additional guarantee at six months across the EU (Eu-
ropean Banking Authority 2019a, p. 108). In practice, some national schemes (e.g. the
Dutch DGS) ensure the additional coverage only after the guarantee is activated and
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the depositor notifies the authority of the temporary high balance (DNB 2019, p. 20).
The consequence of such a setup is that no ex-ante contribution to the deposit guar-
antee scheme can be calculated, and the financial resources available to the national
fund are automatically underestimated.

Another area of discrepancies between the national deposit guarantee schemes
is the seemingly obvious deduction of any due liabilities the depositor might have
towards the failing institution before the guarantee is paid. According to research
by CEPS, such deduction is only envisaged in 17 Member States. Although the set-off
of liabilities does seem logical and would reduce the burden placed on the deposit
guarantee schemes, the EBA’s evaluation of the impact the set-offs have on the actual
level of contributions to the scheme and eventual pay-outs proves that it is margin-
al. It does seem logical given that, in practice, any liabilities towards the failing in-
stitution are deducted automatically from the deposits of the clients on the due date,
and if that does not take place, then typically, it would imply that the due amount was
larger than the deposit. Therefore, the author concludes that with no substantial im-
pact on the risk profile of the guarantee schemes, this aspect will not be considered
further in the analysis.

The final opinion was released in January 2020, and it related to the funding of de-
posit guarantee schemes and the way the funds are used (European Banking Author-
ity 2020b). The available financial means of a national deposit guarantee fund are de-
fined as a percentage of the deposits covered by the guarantee, and that needs to be
held by the responsible institution in the form of cash, deposits, payment commitments
and low-risk assets that can be liquidated in a short period of time (as per the DGSD).
That percentage is set as a target for the national schemes and typically, with few ex-
ceptions, amounts to 0.8% of the covered deposits by 3 July 2024. Article 10 subpoint 3
of the DGSD allows national deposit guarantee schemes to collect up to 30% of the
available financial means in the form of payment commitments, provided that they
are properly collateralised. According to the CEPS report, this option is very popular
and has been implemented in 24 Member States.

While the threshold is defined in the Directive, it can be applied either at the level
of the entire scheme or at the level of individual institutions. Differences to the admis-
sible types of collaterals also apply. Altogether, the eligibility to provide commitments
instead of actual contribution can provide significant relief to the liquidity of credit
institutions in some Member States and impact the level playing field between banks
across the EU. The volatile value of the collateral backing the commitment can also
impact the credibility of the scheme and hence financial stability altogether. The EBA
also highlighted that harmonising the national schemes under EDIS would most like-
ly be impossible if the option of payment commitment was to be retained. However,
it is worth mentioning that Orszaghova and Miskova (2015, pp. 21-24) proved that
the option to provide payment commitments provided some relief to the credit insti-
tutions already burdened with a number of contributions stemming from the strict
prudential requirements.
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Apart from deleting the payment commitments, the EBA requested that the Di-
rective state that low-risk assets financed by borrowed funds, as well as the borrowed
funds themselves, cannot count as available financial means (as per art. 10 of the Di-
rective). The Authority also suggested that the Directive should be clear about the or-
der in which the funds of the guarantee scheme should be used - the proposal was
to offer the guarantors some flexibility in using additional funding before the availa-
ble statutory funding is used. In general, the level of harmonisation in terms of funds
collected by the national deposit guarantee institutions is clearly a weakness of the
scheme that could be addressed under EDIS.

One peculiar optionality under the directive with a potentially direct impact on fi-
nancial stability is the possibility to use the available financial means for purposes
other than guaranteed repayments. Article 11 of the DGDS allows national schemes
to use these funds to prevent a credit institution from going into insolvency. The CEPS
report mentions nine Member States that have transposed the alternative use of funds
option into the national law, including France, Germany, Italy and Spain. Although
subject to a number of conditions, the directive remains vague in terms of the neces-
sary cost assessments, and it effectively gives Member States a lot of freedom to use
the available funds for bank bailouts. The same view can be found in the EBA opin-
ion, where the Authority pointed out that the act does not specify what kind of costs
should be calculated when determining whether the “alternative” action can impact
the statutory capacity of the guarantee scheme or not. Whereas the motivation to in-
clude such flexibility is understandable provided that the cost of the bailout is lower
than the cost of guarantee pay-out, the author believes that the EU acquis needs to be
more prescriptive when defining the kind of costs that need to be taken into consid-
eration before a deposit guarantee scheme saves a bank from insolvency. On the posi-
tive side, it is worth mentioning here that thus far in practice, this option is primarily
applied to institutional protection schemes (IPSs) as defined under the Capital Re-
quirements Directive (Kole$nik 2013, p. 284), which are treated as deposit guarantee
schemes (Centre for European Policy Studies 2019, pp. 125-132). Since IPSs are estab-
lished precisely to provide mutual support between the participating companies, it is
also necessary that the revised DGSD or the future EU guarantee schemes allow these
institutions to fulfil their statutory operations.

At the time of preparing this article, the Commission has not issued any position
building upon the recommendations of the EBA but has placed the EDIS on its work
programme for 2021.

The resilience of national deposit guarantee schemes
In this chapter, the data on the functioning of national schemes in selected Member
States will be analysed in more detail. The choice of the national deposit schemes for

this study follows an analysis aiming to select the schemes that are of particular im-
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portance from the perspective of financial stability. The primary criterion in this con-
text was the size of the domestic banking sector and the presence of credit institutions
that were deemed systemically important to the entire banking sector of the EU. The
second parameter that was of importance was to select Member States whose deposit
guarantee schemes collected the available funds ex-post upon implementation of the
DGSD. This was to select schemes whose establishment imposed the greatest addition-
al burden on credit institutions, as well as schemes that were facing the greatest chal-
lenge to reach the target level of the available financial means. The analysis led to seven
national deposit guarantee schemes being chosen, i.e. in Belgium, Denmark, France,
Germany, Italy, the Netherlands and Spain. The banking sectors in these Member
States have considerable size and, apart from Belgium, are home to at least two credit
institutions of systemic importance. In addition, prior to 2015, the funds of the deposit
guarantee scheme in the Netherlands were collected ex-post. The research timeframe
was predefined by the directive’s entry into force, i.e. 2015, and limited to the latest
available data from 2019.

The current state of the selected national deposit guarantee schemes has been pre-
sented in Figure 1 below. The figure depicts the total value of the deposit guarantee
and the related level of available financial means accumulated by the national bodies
responsible for guaranteeing the deposits. It is worth underlining right at the begin-
ning that with the exception of Belgium and Denmark, which have already accumu-
lated excess funds, the readily available funds held by the analysed deposit guarantee
schemes continued to grow over the entire research period.

It is interesting to see that the value of protected deposits in Italy is similar in size
to the amount protected in the Netherlands. This is partly because a share of the eli-
gible deposits in Italy collected by cooperative banks is held in a dedicated fund that
remains outside the scope of this analysis. This distinction makes the most significant
difference in Germany, where cooperative banks hold a meaningful share of the de-
posits. The other scheme that stands out in the group is the Danish DGS, which holds
a significantly larger amount of available funds than would stem from the obligatory
percentage. However, the annual report of the responsible institution explains that the
surplus beyond the obligatory level is not that significant since the target calculation
does not factor in the coverage for special types of deposits, such as pension funds
(Finansiel Stabilitet 2020). The third point that deserves to be mentioned is the swift
build-up of the fund in the Netherlands as the one scheme that has been transformed
from an ex-post collection setup into an ex-ante one. It appears that over the five-year
period, the Dutch scheme collected more funds than the Italian one, despite the differ-
ence in size of the two banking sectors. It is also worth noting that out of the research
sample, the Dutch and German schemes do not envisage any deduction of liabilities to-
wards the failing institution from the guarantee, and thus, the required size of the fund
may be overestimated to some extent when compared to the other Member States.
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Figure 1. Size of the selected guarantee schemes and their available financial means level
Source: own elaboration based on European Banking Authority (2020a).

The calculated share of the deposits covered by the available financial means of the
analysed deposit guarantee funds is presented in Figure 2. The defined target level de-
fined by the DGSD is 0.8% for most Member States and 0.5% for France. The exception-
ally low target for France was approved after considering the structure of the French
banking system, where a significant share of the sector’s assets is held by a small num-
ber of institutions that are more likely to go into resolution than insolvency (Carmassi
etal. 2018, p. 14). Nonetheless, it may be expected that such a distinction might prove
to be contentious under a mutualised deposit guarantee fund.

The data depicted in Figure 2 demonstrate that few national schemes have man-
aged to reach their target so far. The pace of collecting additional available funds is not
high, with the exception of the Netherlands and Spain, which both managed to reach
approx. 50% of their target in 2019. The French fund underlined that the gap between
readily available funds and their target level for 2024 is already covered by a revolv-
ing credit line (The Fonds de Garantie des Dépdts et de Résolution 2020). Similar fi-
nancial flexibility is available to the other funds as well, although these funds cannot
be calculated against the target. Therefore, it remains doubtful whether the required
available funds level will be reached by 2024 in those countries. This may prove to be
all the more challenging if the DGSD is revised in a way that excludes payment com-
mitments (currently eligible in all the analysed Member States) from the calculation
or requires that additional contributions be collected on account of the additional
guarantees offered by the national deposit schemes.

The author believes that both amendments are desirable from the perspective of fi-
nancial stability, and this would imply that the distance from the target level of avail-
able funds would become far greater than calculated at the end of 2019. The challenge
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with estimating the impact of factoring in the additional coverage on the total guar-
anteed amount stems from the temporary nature of the coverage and the fact that the
high balance may be signalled to the fund only after the failure of the institution. If this
issue is to be addressed ex-ante, it would imply that the standardised additional guar-
antee level and its duration in the revised DGSD would also need to be supplemented
with a predefined additional contribution to the national funds on account of that cov-
erage. The alternative would be that if any temporary high balances were to be covered
by an additional guarantee, they would have to be allocated to a dedicated account,
as implied in the EBA opinion (European Banking Authority 2019a, pp. 108-115).
The impact of excluding payment commitments from calculating the available funds
is more straightforward - as an attractive alternative for banks, it might be expected
that the missing fund would be close to the upper limit (i.e. 30%) for that form of con-
tribution (Cranston et al. 2018, p. 92).

Figure 2. Current progress towards the target level of available financial means and a comparison
to the size of customer deposits in the country’s systemically important credit institutions.
Source: own elaboration based on European Banking Authority (2020a).

In view of the difficulties that the national deposit schemes have in collecting the
0.8% of the guaranteed deposits in readily available resources, it seems all the more im-
portant to establish a single scheme at the EU level with sufficient resources to prompt-
ly react and coordinate additional support when necessary.

Another way of showing why an institution at the EU level would be better placed
to guarantee the deposits is by comparing the readily available capacity of the national
schemes and the total value of customer deposits held by their domestic institutions
classified as systemically important (see Figure 2). While naturally not all of the depos-
its held by these international banking groups are covered by the guarantee in ques-
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tion, it is also easy to see that it is hard to expect any national economy to survive the
failure of one of their largest credit institutions without external support. The size and
activity scope of the systemically important banks requires international coordination
both in terms of their supervision and resolution (Kyriakou 2017, p. 2).

Conclusion

The failure to establish a European Deposit Insurance Scheme has left the banking un-
ion project unfinished. The consensus solution was to harmonise the national deposit
insurance schemes under the Deposit Guarantee Schemes Directive, but the experi-
ence with its transposition into national legislation has shown that only a very limited
level of harmonisation has been achieved over the past five years. The literature review
of the subject shows that it was exactly the national specificities of the banking sectors
and tailor-made design of the related deposit guarantee schemes that prevented great-
er harmonisation or transition towards a mutualised scheme for guaranteeing depos-
its. The national character of the financial sectors of the Member States has remained
largely unchanged in view of the DGSD, and it is therefore questionable whether a re-
view of its provisions can sufficiently enhance harmonisation.

Regardless of the Member State’s current willingness to harmonise the design of the
deposit schemes for its credit institutions, ample evidence in the literature can be found
that close integration of the financial markets is an important prerequisite for a cur-
rency area’s optimality and therefore should be pursued by the European Commission.
The EBA’s recommendations expressed in the three opinions published since August
2019 point to a number of important improvements that can be made to the design
of the DGSD. They can positively impact the EU’s financial stability in the long term
and reinforce depositor trust in the banking sector, yet they will also result in greater
financial burdens that will need to be borne by the financial institutions.

An analysis of the current state of the selected national deposit schemes signals that
they are far from their target level of readily available funds and that national transposi-
tion of the DGSD provisions varies in several areas, impacting the level-playing field be-
tween the competing credit institutions. Ultimately, the national specificity of the bank-
ing sectors requires that a number of derogations and options be retained in the directive,
automatically limiting the achievable level of harmonisation. The study results signal that
non-harmonised national deposit guarantee schemes act to the detriment of financial sta-
bility. The national specificities of the financial sectors of different Member States require
that the DGSD accommodate several derogations that, by default, weaken its potential
to enhance the level of financial market integration. The qualitative and quantitative study
results jointly confirm that a solution less ambitious than a common EU deposit guar-
antee scheme offers limited scope for harmonisation and cannot fully reinforce financial
stability. Therefore, the European Union should aim at establishing the EDIS, fully com-
pleting the banking union.
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Europejski(e) System(y) Gwarantowania
Depozytéow - konsekwencje dla stabilnosci
finansowej Unii Europejskiej

Celem artykutu jest ocena potencjalnego wptywu braku harmonizacji krajowych
systemdw gwarantowania depozytéw na stabilnos¢ finansowa Unii Europejskiej. Za-
prezentowany zostat przebieg dyskusji na temat ustanowienia Jednolitego Mechani-
zmu Gwarantowania Depozytéw, przyczyny porazki tego projektu oraz rozwigzania
zastepczego jakim byta harmonizacja krajowych depozytéw w ramach Dyrektywy
w sprawie systeméw gwarantowania depozytéw.

Ograniczony stopien harmonizacji osiagalny w ramach Dyrektywy w sprawie syste-
mow gwarantowania depozytéw jest dyskutowany w kontekscie opinii przedstawio-
nych przez Europejski Urzad Nadzoru Bankowego, ktére wskazuja na potencjalne
obszary wymagajace usprawnien. Rdznice w krajowej transpozycji dyrektywy zostaty
przeanalizowane pod katem potencjalnych konsekwencji dla stabilno$ci finansowej
zwtaszcza sektora bankowego. Poza szczegdétowym przegladem literatury traktujacej
o stabilnosci finansowej i systemach gwarantowania depozytéw, przesledzone zostaty
réwniez dane finansowe charakteryzujace najwieksze krajowe systemy gwarantowa-
nia depozytéw w strefie euro, zwtaszcza w kontekscie osiagania docelowego poziomu
dostepnych $rodkéw finansowych.

Wyniki analizy wskazuja, iz wigkszo$¢ krajowych systemoéw jest wciaz daleko od celu
zgromadzenia 0,8% gwarantowanych srodkéw w postaci dostepnych $rodkéw finan-
sowych. Wskazujg réwniez, ze niektore z potencjalnie pozadanych z perspektywy
stabilnosci finansowej zmian w zapisach dyrektywy moga jeszcze bardziej oddali¢
krajowe systemy od osiggniecia tego celu w 2024 roku. Autorka wskazuje, ze z per-
spektywy stabilnosci finansowej Unia Europejska powinna skupi¢ sie na ustanowieniu
Jednolitego Systemu Gwarantowania Depozytéw, ktory stanowitby uzupetnienie pro-
jektu ustanawiania unii bankowej. Wyniki dostarczaja cennych informacji dla tocza-
cej sie obecnie dyskusji na temat koniecznosci dalszej integracji krajowych systeméw
gwarantowania depozytéw w Unii Europejskie;j.

Stowa kluczowe: Europejski System Gwarantowania Depozytéw, system
gwarantowania depozytéw, unia bankowa, stabilno$¢ finansowa
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Abstract

The production, or value added, approach to GDP involves calculating an industry
or sector’s output and subtracting its intermediate consumption (the goods and ser-
vices used to produce the output) to derive its value added. The value added at the
macro level depends on business efficiency. It reflects an increase in value that a busi-
ness creates by undertaking the production process. We assumed that the market
creates thousands of vibrating energies, coming from other enterprises, with different
frequencies. The purpose of this article is to verify whether the econophysics ap-
proach could be successfully used to assess a business from the perspective of the
interaction between economic forces. Thus, we propose that the term ‘value added’
be understood as a certain amount of accumulated energy of enterprises that comes
from the interaction of basic economic forces and economic vibrating forces of ac-
counting. Using regression models, we show the influence of basic forces, like debt
and the stock market, and vibrating ones (i.e., accounts payable, accounts receivable,
inventory) on the economic value added by testing US, European, and emerging mar-
kets. We confirmed the relevance and appropriateness of the econophysics approach
to estimating the economic value added.
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Introduction

The macroeconomic perspective of the value-added measure of GDP combines the
value of output produced by each of the productive sectors in the economy. There-
fore, value added is the increase in the value of goods or services as a result of the
production process (the difference between the value of production and the value
of intermediate goods). From a microeconomic perspective, the general definition
of added value is proposed in the Dictionary of Business — “an amount added to the
value of a product or service, equal to the difference between its cost and the amount
received when it is sold. Wages, taxes, etc., are deducted from the added value to give
the profit” (Collin 2004, p. 7). In other words, it is equivalent to the increase in value
that a business creates by undertaking the production process. So, evaluating val-
ue added at the macro level should be implemented by considering a business’s effi-
ciency and accounting data.

Riahi-Belkaoui (1992, pp. 49-50) states that “value added refers to the increase
in wealth generated by the productive use of the firm’s resources before its allocation
among shareholders, bondholders, workers, and the government. [...] the value add-
ed refers to the total return earned by the team of workers, capital providers, and the
government.” De Chernatony, Harris, and Dall’Olmo Riley (2000, p. 39) define value
added as a “multidimensional construct, playing diverse roles, and interpreted in dif-
ferent ways by different people.” Brandenburger and Stuart Jr. (1996, p. 5) propose
a definition of the “value created by firms together with their suppliers and buyers.”
They identified four value added strategies based on the game theory models.

Meanwhile, the main aim of our research is to verify whether the econophysics ap-
proach could be successfully used to assess a business from the perspective of the in-
teraction between economic forces.

Using Google Books Ngram Viewer (n.d.), we can assess the interest in studying
value added. For comparison, we analyze such related terms as ‘added value,” ‘cash
flow,” and ‘earnings quality.” An extremely strong interest is observed in ‘cash flow’
analysis; interest in ‘value added’ has grown in recent decades, while ‘earnings qual-
ity’ is rarely studied.

Some scholars even emphasize that the term ‘added value’ is losing its meaning.
Moreover, in the system of Ukrainian national statistics, ‘value added’ is only formally
an important measure of a country’s development compared to other states (see: Hurn-
yak, Datsko, Yaremchuk 2015, pp. 37-47). Along with this, there are some attempts
to implement this indicator in the system of financial and management accounting,

138



Value Added from the Perspective of Econophysics

although the concept of value added in a range of states like Ukraine at the sectoral,
regional, and state levels is not clearly defined. Here, it is considered mainly as a basis
of taxation and a result of economic activity. This approach is typical for the Central
and Eastern Europe market as a whole. This interpretation is related to fiscal obliga-
tions, although they have led to other sources than human labor of value creation be-
ing neglected. Such a position can be validated by mercantilism, according to which
the production of goods (and, consequently, value added) is focused on the creation
and accumulation of wealth.

Figure 1. Search frequencies (%) for the term ‘added value, ‘cash flow, and ‘earnings quality’
in sources printed between 1990 and 2018
Source: adapted from Google Books Ngram Viewer (n.d.).

Theoretical review

In the 1930s and 1940s, the concept of value added was actively discussed in Germa-
ny among scientists in the field of accounting. Meanwhile, the greatest success was
achieved by French experts, who implement the calculation of value added in the Gen-
eral Accounting Plan (Fr. Plan comptable général). The modern approach assumes that
accounting should provide information for enterprises as well as for national econom-
ic statistics. Therefore, attention should be paid to preparing a value added statement
that contains information about the value added created by a business during the re-
porting period and how this value was distributed among participants (i.e., employees,
government, owners, lenders) and reinvested in the business. The proposal of Suojanen
(1954, pp. 391-398) to compile a value added statement as an appendix to the financial
statements was implemented only after twenty years.

In the mid-1970s, such statements began to be published by companies in Great
Britain, France, Germany, the Netherlands, Italy, Denmark, Switzerland, and South
Africa, among others. They were prepared mainly by large companies, in particular:
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26% of German, 19% of French, 30% of British, and 34% of South African companies
(Haller and Stolowy 1998, pp. 23-51; van Staden 1998, pp. 44-59). Nevertheless, since
the 1980s, interest in value added reporting has decreased.

What is noteworthy is that we can observe the widespread use of this measure in the
system of management accounting and also for fiscal purposes. Banerjee (2014, p. 23)
states: “corporations in the US have started disclosing EVA (i.e., Economic Value Add-
ed) information from the beginning of 90s as a measure of corporate performance.
It is believed that market value of a firm (hence shareholder wealth) would increase
with the increase in EVA.” Chen adds, “Economic value added (EVA) is a measure
of a company’s financial performance based on the residual wealth calculated by de-
ducting its cost of capital from its operating profit, adjusted for taxes on a cash basis.
EVA can also be referred to as economic profit, as it attempts to capture the true eco-
nomic profit of a company” (Chen 2020). Assessing a company’s economic potential
by using EVA allows for analysis of various economic indicators such as financial sta-
bility, investment attractiveness, competitiveness, solvency, and profitability, among
others (Struk 2018, p. 267).

The approaches to calculating and presenting the value added in reporting differ.
Some companies report gross value added by including depreciation, while others
present a net value added (i.e., by excluding depreciation). Apart from this, calculat-
ing value added is made by various methods: [gross trading profit + gross margin +
other operating costs purchased from third parties] or [operating profit + deprecia-
tion, amortization, and impairment losses on fixed assets + personal costs + tax other
than corporate income tax] (Quiry et al. 2014).

Considering Parker’s approach (1992, pp. 294-297) to value-added reporting,
we can specify its advantages and disadvantages.

Advantages: the employees, government, lenders, and owners are considered to be
stakeholders; the employees’ attitudes towards the company can be improved thanks
to the dissemination of value-added information; the report contributes to higher em-
ployee motivation; a number of useful coefficients can be calculated based on val-
ue-added information (e.g., the ratio of value added to employee wages); it makes
it possible to assess the size and effectiveness of the company significantly better.

Disadvantages: a conflict of interest between participants may exist that contra-
dicts their treatment as a team; users of reporting can be confused by a simultaneous
increase in value added and a decrease in profit; a desirable maximization of value
added can lead to an increase in production that results in higher risk to sell at a price
below production costs; unlike in the case of the income statement, such a report is not
integrated with the balance sheet (statement of financial position according to IFRS);
the lack of a general method to calculate value added makes it difficult to compare the
reports of different companies.

The further development of the concept of value added is related to the doctrine
of sustainable development, which contains, inter alia, requirements for environmen-
tal protection, social justice, and the absence of racial and national discrimination.
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Managing sustainable development is impossible without a system of indicators that
reflect the competitiveness of a business and its impact on the environment and soci-
ety. For along time, the most common practice for reporting sustainable development
has been the Global Reporting Initiative. It offers three-dimensional reporting and re-
flects the activity by assessing environmental, social, and economic aspects. Thus, there
are proposals to expand the financial statement by external costs and benefits related
to the environmental, social, and economic aspects, which are not included in the tra-
ditional financial reporting (The Sigma Project 2003), and to introduce an extended
value-added reporting on the following aspects (Mook 2007).

The main obstacle to implementing the proposed reporting is that the vast majority
of environmental and social development characteristics cannot be reflected in mon-
etary terms. Therefore, the concept of integrated reporting is dominant in modern
times, according to which the company is interpreted as a mechanism for creating
added value in the short, medium- and long-term periods of input resources (capital)
in a certain way (business model) (Value Reporting Foundation 2013).

Many scientists have emphasized the importance of developing the financial mar-
kets due to the relationship between financial development and economic growth (see:
Prats and Sandoval 2016). Scientists show the evidence of Granger causality between the
stock market development and economic growth through an empirical analysis in East-
ern Europe (Bulgaria, Slovakia, Hungary, Poland, the Czech Republic, and Romania)
from 1995 to 2012. Furthermore, a number of participants who took part in the ECB
workshop (Thimann 2002) for members of accession countries’ central banks and the
national central banks of the euro area agreed with the plausibility of a positive corre-
lation between financial sector development and growth. They also remarked that the
development of capital markets would possibly follow the strengthening of the bank-
ing sector, similar to the experience of several current EU Member States. “On the
question of a choice or trade-off between a ‘European’ banking-based financial system
and an ‘Anglo-Saxon’ market-based system, participants considered that this distinc-
tion should not be overemphasized as a relevant choice for accession countries. Pri-
ority at this stage was rather to establish a sound, stable and efficient banking sector”
(Thimann 2002, p. 9). Meanwhile, we try to show and prove the importance of this in-
stitutional aspect without disclosing the details of such transformations.

Studying the diversification benefits to global investors, Baele, Bekaert, and Schifer
(2015, p. 30) found that “Central and Eastern European (CEE) markets have experi-
enced similar trends as emerging markets more generally, with strongly increasing cor-
relations with global benchmarks over time.” They provided a comprehensive analysis
of CEE equity markets from the mid-1990s until 2015 with global benchmarks over
time. This also confirmed impossibility of narrowing our study just to the markets
of Central and Eastern Europe, which are mainly included in emerging markets.

Ulfi Nur (2020) presented financial performance through the Economic Value Add-
ed (EVA) method in Mining Sector Public Companies listed on the IDX in 2014-2018
by using Invested Capital, Return on Invested Capital, and Weighted Average Cost
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of Capital. Meanwhile, Al-Afeef (2017, p. 141) showed that “there is no statistically sig-
nificant effect of the economic value added (EVA) on changes in Stock Market Value
of corporate shares that are under study during the period (2006-2015)”. But the re-
searcher addressed only a random sample of 46 companies.

De Wet and Hall (2004, pp. 39-59) emphasized: “[...] to maximize value for share-
holders companies should strive towards maximizing MVA? (and not necessarily their
total market value). The best way to do so is ‘to maximize the EVA. [...] The lev-
erage available to companies that incur fixed costs and use borrowed capital with
a fixed interest charge has been known and quantified by financial managers for some
time.”

Maeenuddin, Akhtar, and Wajid Raza (2020) assessed firm performance with eco-
nomic value added momentum rather than accounting-based profits. Researchers eval-
uated the cash conversion cycle based on three accounting ratios — creditor’s turnover,
debtor’s turnover, and inventory turnover - based on non-financial firms listed on the
Pakistan Stock Exchange for the period 2007-2016. The findings revealed that “firms
with relatively lower (higher) days inventory turnover and days debtor turnover (days
creditors turnover) results in lower cash conversion cycle and leads to higher EVA
momentum. Results based on fixed effect model showed that components of WCM
plays significant role in explaining the variation in EVA momentum and can be used
to predict changes in EVA momentum” (sic) (Maeenuddin, Akhtar, and Wajid Raza
2020, p. 13845).

Vanacker et al. (2011, pp. 681-705) empirically investigated the relation between
bootstrap strategies used at startup and subsequent venture growth using a longitu-
dinal database that comprised data from questionnaires and financial accounts of 214
new ventures. The findings provide evidence of a consistently positive impact of finan-
cial bootstrapping on growth in value added across time. “More specifically, new ven-
tures that use more owner funds, employ more interim personnel, encourage custom-
ers to pay more quickly, and apply for more subsidy programs exhibit higher growth
over time.” (Vanacker et al. 2011, p. 68).

As we can observe from the above discussion, modern studies are in line with
our research. As supporters of theories of value added and this category as the ba-
sis of business efficiency, we consider the stock market not as a result but as a tool
or economic force. The same applies to the banking market or, more generally, the
debt market.

1 MVA = Market Value of Shares - Book Value of Shareholders’ Equity.
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The econophysics approach

Nowadays, a considerable number of scholars have applied physics concepts and meth-
ods to understand economic phenomena. Notably, the distribution of returns in finan-
cial markets is studied the most intensively in that way (Mirowski 1989; Bouchaud and
Cont 2002, pp. 543-550; Farmer and Joshi 2002, pp. 149-171; Sornette 2003). The ap-
proach is also used for studying the distribution of income and wealth (Levy and Sol-
omon 1997, pp. 90-94; Dragulescu and Yakovenko 2001, pp. 213-221; Chatterjee, Yar-
lagadda, and Chakrabarti 2005), the distribution of economic shocks and growth rate
variations (Bak et al. 1993, pp. 3-30; Canning et al. 1998, pp. 335-341) and the distri-
bution of firm sizes and growth rates (Stanley et al. 1996, pp. 804-806; Takayasu and
Okuyama 1998, pp. 67-79). We would like to draw attention to the Theory of Monads
proposed by Mykola Rudenko and Newtonian Microeconomics published by Mattie Es-
tola, which states that physical tools may help investigate economic problems. According
to Estola’s approach (2017, p. 7), “the economic forces acting upon economic quantities
are defined, and these forces explain the observed changes in economic quantities. This
is a new framework of modeling in economics, and it is analogous to Newtonian me-
chanics in physics.” He proposed replacing velocities of production values with annual
value added of industries in the economy (Estola 2017, pp. 7, 88). Referring to the above
concept, we would like to present different ‘“forces’ that influence businesses by consid-
ering the macro-, meso- and micro levels (Figure 2).

Therefore, we propose that the term ‘value added’ be understood as a certain amount
of accumulated energy of enterprises from the interaction of basic economic forces
(i.e., a debt, stock market, a shadow economy, budget, etc.) and economic vibrating
forces of accounting.

Figure 3 reflects our first simplified model for testing this approach. We suppose that
the main forces in business are ‘Debt” and ‘Equity’ like Gravity, Electro-Magnetism,
Weak and Strong Nuclear in Physics. ‘Equity’ - ‘Book Value of Equity’ - refers to a firm
or company’s common equity - the amount available that can be distributed among the
shareholders, and it is equal to the amount of assets owned by shareholders outright af-
ter all the liabilities have been paid off. Considering only the main forces, we cannot ex-
plain fully how the universe works, and respectively, we cannot explain all interactions
in the economy only based on these ‘forces.’” The market creates thousands of vibrating
energies that come from suppliers, buyers, competitors, and partners, with different
frequencies (depending on the types of behavior). These vibrating forces influence any
firm and are reflected in accounting, like accounts receivable (AR), inventory (I), ac-
counts payable (AP), etc. Thus, increasing accounts receivable or inventory will shorten
the distance between the company’s debt and equity. Increasing accounts payable will
expand the distance because it means that the enterprise has temporarily more funds for
its activity and needs such resources from the outside less. If a company lacks resources
for development, it can fall into the pit of surviving stability. The accumulation of eq-
uity and debt contributes to expanding and developing in terms of value added.
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Figure 2. Macro-level, meso-level, and micro-level forces influencing business
Source: authors’ elaboration.
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Figure 3. General simplified model of an enterprise’s dynamic financial system
Source: authors’ elaboration.

Figure 4 presents a weak dynamic financial system of an enterprise in times of cri-
sis, where a complex of vibrating forces has influenced the market the most. The pur-
pose can be found in negative fluctuations on the banking and stock markets. Thus,
in the first model (Figure 3), the economic forces act in one line along with the mass-
es, which is defined as the level of inertia.? Meanwhile, in model 2 (Figure 4), the mar-
ket participants do not generate such significant masses due to their instability.

2 Newton'’s first law is called the law of inertia. The property of a body to remain at rest or to remain
in motion with constant velocity is called inertia. The inertia of an object is measured by its mass.
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Figure 4. Simplified model of an enterprise’s weak dynamic financial system in times of crisis
Source: authors’ elaboration.

Figure 5 presents an enterprise’s dynamic financial system by taking into account
forces that come from the vibrating activity on the stock and banking markets (e.g.,
zombie banking, financial bubbles, etc.). In a more general case, we have to expand
the main forces with sources of capital that come from the shadow market and state
(community) budget. Each of these forces will be influenced by weaker vibrating forc-
es of a special nature.

Vibration forces
at the entity level

DEBT
EQUITY
Vibration forces Vibration forces on the
on the stock market banking services market

Figure 5. An extended market model of an enterprise’s dynamic financial system
Source: authors’ elaboration.

Methodology
The general formula for calculating EVA is:
[EVA:NOPAT—(Invested Capital *WACC)], (1)

where: NOPAT - net operating profit after taxes,
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Invested capital = Debt +capital leases + sharholders' equity, (2)

and WACC - weighted average cost of capital.

To test model 1 (Figure 3), we checked the impact of basic and vibrating forces
on economic value added in the form of an equation (analogous to Newton’s second
law):

. T N N o N N
mE,,EV:fO(—mAPAP—i—mARAR +m,I +m,,, Debt +m,, . Equity)dt, (3)

Equity

where: T - reporting period, EV - economic value, m, EV - momentum (vector
quantity that indicates the direction of movement), 7, - inertia of economic value,
m,, - inertia of accounts payable, m ,, - inertia of accounts receivable, m,; — inertia
of inventory, m,,,, - inertia of debt, and m,,,;, - inertia of equity (book value of eq-
uity, BVE). Meanwhile, accounts payable, accounts receivable, and inventory become
vibrating forces that allow enterprises to operate their resources regardless of the basic
forces. Notably, debt includes both short- and long-term debt (but not accounts paya-
ble and non-interest-bearing liabilities), while the book value of debt is used as a proxy
for the market value of debt (according to Damodaran’s approach). The circulation
of funds in the accounts of the balance sheet during the reporting period is perceived
as a process of integral calculation in mathematics and a method of transforming the
energy coming from the financial markets into value added as a corresponding sub-
integral function. Once again, let us note that enterprise value (EV) is a measure
of a company’s total value and includes in its calculation the market capitalization
of a company but also its short- and long-term debt.

It is obvious to assume that the inertia of economic value and the level of gross sales
(GS) have opposite directions (we also could avoid in this way potential scale effect),
i.e., the bigger the sales, the smaller the level of inertia. Then, we rewrite the equation
in a simpler linear form, assuming that the change of velocity of the economic value
is economic value added.

A=t up ik yp +£I+k4*BVC+k5, (4)
GS GS GS

where BVC - book value of capital (the book value of debt plus the book value of com-
mon equity, as reported on the balance sheet). We assumed that m,, =1 or, in other
words, rewriting the basic equation dividing all ingredients by m,, .
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Empirical findings and discussion

Table 1 presents the results of testing the US, European, and emerging markets.? Using
the regression models, we showed the influence of the book value of capital, accounts
payable, accounts receivable, and inventory on the economic value added in the US
and emerging markets. Meanwhile, for the European markets, we applied the book
value of equity due to the diversified influence of banking and stock markets on busi-
ness in terms of the Anglo-Saxon and Continental models.

Table 1. The influence of main (book value of capital) and vibrating forces (i.e., accounts payable,
accounts receivable, inventory) on the economic value added in the US, European, and emerging
markets

Independent Variable AR/GS AP/GS 1/GS BVC
Beta -0.183 -0.018 -0.171 0.676
Sign. 0.064 0.836 0.088 0.000
VIF 1.278 1.017 1.329 1.267

Note: Adjusted R-square = 0.333; F-statistic = 12.252 (Sign. = 0.000).
For constant: t-statistic = 3.156; Sign. = 0.002.

Emerging markets

Indicator/Variable AR/GS AP/GS 1/GS BVC
Beta 0.08 -0.192 0.017 -0.827
Sign. 0.053 0.000 0.491 0.000
VIF 1.314 1.924 1.003 1.580

Note: Adjusted R-square = 0.883; F-statistic = 175.895 (Sign. = 0.000).
For constant: t-statistic = 2.089; Sign. = 0.04

European market

Indicator/Variable AR/GS AP/GS 1/GS BVE
Beta 0.138 -0.494 -0.046 0.233
Sign. 0.205 0.000 0.560 0.047
VIF 1.196 1.506 1.059 1.380

Note: Adjusted R-square = 0.123; F-statistic = 4.162 (Sign. = 0.004).
For constant: t-statistic = 0.999; Sign. = 0.321

Source: own elaboration based on a selected sample in 2018 (a total of 93 industries along with all
necessary separate indicators and ratios for three different groups of markets) (Damodaran online n.d.).

Based on the regression models, we confirmed the relevance of the proposed ap-
proach to estimating the economic value added as a certain amount of accumulated
energy coming from the interaction of basic and vibrating economic forces. The find-
ings bring into question whether a value added is the result of (a) accounting ‘manip-
ulation,” in other words, the result of vibrating forces, (b) basic economic forces based
on real investment in the stock, or (c) borrowing on the banking services market. Our
findings of the univariate analysis seem to be successful by taking into account the ex-

3 According to MSCI (2020).
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planatory power of the regression model (the Adjusted R-square value), the statistical
significance of the model (F-statistic), and the ratio of the departure of the estimated
value of a parameter from its hypothesized value to its standard error (t-statistic).

We found that in the US market, the basic economic forces are decisive and effec-
tive in terms of value added [Betagy. = 0.676], in other words, by accumulating the
firm’s additional energy. As we can observe, the negative influence of vibrating forc-
es, caused by using accounting ‘manipulations,’ is present, but it is not predominant
[Beta,g/gs = (-0.183); Beta,pqs = (-0.018); Beta, ;s = (-0.171)]. It is obvious that if the
ratio between these indicators and sales is not maintained, such tools can be defined
as manipulative, or such a situation is caused by a market crisis that is not covered
by this model (Table 1).

In the case of emerging markets, we observe the influence of vibrating forces on the val-
ue added. Notably, the explanatory power of the regression model is 88.3%, which means
that the dependent variable (i.e., economic value added) largely depends on the proposed
independent variables. We can assume that ineffective and undeveloped stock and bank
capital markets do not contribute positively to the formation of additional energy of the
business (they are even contrary to it), and they are significantly harmful to its function-
ing [Betagy = —0.827]. Thus, vibrating economic forces with an obvious accounting nature
come to the fore [Beta,p/qs = 0.08; Beta,pqs = —0.192; Beta; o5 = 0.017] (Table 1, Figure 3).
This can be explained by the banking sector concentrating on transactions with yielding
government bonds, the phenomenon of zombie banking, or lending on non-market terms.
We believe that emerging markets can be reflected by the model presented in Figure 4.

In European markets, the situation is ambiguous. On the one hand, as with
American markets, the influence of basic economic forces is significant and posi-
tive [Betagyc = 0.233]. It indicates that these markets are close to being sufficient-
ly developed. On the other hand, this influence was significantly weaker than those
of the vibrating forces. Thus, the available vibration forces outweighed the basic ones
[Beta,y,qs = 0.138; Beta, s = (-0.494); Beta, s = (-0.046)]. This can be explained by an-
other predominant type of corporate model compared to the United States.

Summing up, we can state that according to the data from 2018, the tightly regulated
stock and banking markets in the US function much better in terms of generating ad-
ditional business energy (value added) than European ones (Table 1). Taken separately
in this case, the debt is not statistically significant. This model differs from the German
banking pure one (traditionally popular in the past), with an emphasis on local interests
and rapprochement with shareholders that requires other approaches and market inter-
actions than those available in Europe earlier. Such analysis could also be made by taking
into account the data from other years. At the same time, accounting indicators could
be taken with a certain lag, for example, a year or a few years, and we can see how it will
affect the value added in the particular year. We intend to use such an approach in future
research. Meanwhile, this study was an attempt to present the possibility of reflecting the
value added as a result of the interaction of economic forces, as well as the ability of such
an approach to feed certain features of the business implementation mechanism.
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Conclusions

Nowadays, a majority of scientists agree that accounting should provide information
for enterprises as well as for national economic statistics. Therefore, firms’ preparation
of a value-added statement that contains information about the value added created
by the business during the reporting period, and how this value was distributed among
participants and reinvested in the business, could be greatly significant when evalu-
ating value added at the macro level. Meanwhile, there is a wide range of definitions
due to the different approaches used to calculate and analyze value added. However,
we consider using earnings quality as a tool for analysis to be ineffective because of the
inconsistency between individual elements of the accounting system and the manipu-
lation of reporting. This means that individual accounts should be the most appropriate
for analysis rather than an aggregated summary data of financial statements. On the
other hand, using value added just from the perspective of taxation, like in Ukraine,
becomes another serious problem of inadequacy to the real state of business.

Within the frame of our empirical analysis and graphical simulations, we showed
that the econophysics approach could be successfully used for assessing a business
from the perspective of the interaction between economic forces by using financial
indicators and transforming these financial levers into economic forces. Consequent-
ly, we have a reason to understand the added value as the energy created by a business
based on the interactions of basic and vibrating forces. In fact, this study is the first
attempt to present value added in such a way, which undoubtedly constitutes its con-
tribution to economic theory.

The models proposed for testing the markets of the USA, Europe, and emerging mar-
kets confirmed the viability of the approach and make it possible to analyze the current
state of value added (i.e., additional business energy). We revealed that the basic eco-
nomic forces have a positive influence on value added in the US and European mar-
kets, indicating the sufficient development of these markets. But in European markets,
this influence was significantly weaker than that of the vibrating forces. Meanwhile,
we observed a high level of the explanatory power of the regression model in emerging
markets and the strong influence of vibrating forces on business.
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Wartos¢ dodana z perspektywy ekonofizyki

PKB liczony metoda produkcyjng jest to suma wartosci dodanej ze wszystkich gatezi
produkcji narodowej po odjeciu wartosci débr posrednich. Wartos¢ dodana na pozio-
mie makro zalezy od efektywnosci biznesu - odzwierciedla bowiem wzrost wartosci
débr wytworzonych przez przedsiebiorstwa. Zgodnie z zatozeniami, rynek generu-
je tysigce wibrujacych energii o réznych czestotliwosciach, pochodzacych od innych
przedsiebiorstw. Celem niniejszego opracowania jest zatem zbadanie mozliwosci wy-
korzystania ekonofizyki jako podejscia do oceny biznesu z punktu widzenia interakcji
pomiedzy sitami ekonomicznymi. W zwigzku z tym, zaproponowalismy rozumie¢ pod
pojeciem ,warto$¢ dodana” pewng ilos¢ energii skumulowanej przedsiebiorstw po-
chodzacej z interakcji podstawowych sit ekonomicznych i sit wibrujacych (informacji
przedstawionych w sprawozdaniu finansowym). W drodze modelowania regresyjnego
ujawniliémy wptyw podstawowych sit (tj. dtug i rynek finansowy) oraz wibrujacych (tj.
zobowiazania, naleznosci, zapasy) na ekonomiczng warto$¢ dodana, poddajac analizie
rynek Stanéw Zjednoczonych, Europy oraz rynki wschodzace. Otrzymane wyniki po-
twierdzaja trafnosc i stosownos¢ wykorzystania ekonofizyki jako podejscia do szaco-
wania ekonomicznej wartosci dodane;j.

Stowa kluczowe: rachunkowosé, biznes, sity ekonomiczne, ekonomiczna wartosé
dodana, ekonofizyka
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