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Fllsand Indian Stock Market: A Causality I nvestigation

Abstract

While the volatility associated with portfolio capital flows is well known,
there is also a concern that foreign institutional investors might introduce
distortions in the host country markets due to the pressure on them to secure
capital gains. In this context, present chapter attempts to find out the direction
of causality between foreign institutional investors (FlIs) and performance of
Indian stock market. To facilitate a better understanding of the causal linkage
between FIl flows and contemporaneous stock market returns (BSE National
Index), a period of nineteen consecutive financial years ranging from January
1992 to December 2010 is selected. Granger Causality Test has been applied to
test the direction of causality.

1. Introduction

Fll flows were almost non-existent until 1980s. Global capital flows were
primarily characterized by syndicated bank loans in 1970s followed by FDI
flows in 1980s. But a strong trend towards globalization leading to widespread
liberalization and implementation of financial market reforms in many countries
of the world had actually set the pace for FlIs flows during 1990s. One of the
important features of globalization in the financial service industry is the
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increased access provided to non local investoseweral major stock markets
of the world. Increasingly, stock markets from egieg markets permit
institutional investors to trade in their domestiarkets. The post 1990s period
witnessed sharp argument in flows of private fameicapital and official
development finance lost its predominance in ngitahflows. Most of the
developing countries opened their capital marketgoteign investors either
because of their inflationary pressures, wideningent account deficits, and
exchange depreciation; increase in foreign debti®ra result of economic
policy. Positive fundamentals combined with fastvgng markets have made
India an attractive destination for foreign ingiibnal investors. Portfolio
investments brought in by FlIs have been the mgsahic source of capital to
emerging markets in 1990s (Bekaert and Harvey, R0@dia opened up its
economy and allowed Foreign Institutional InvesttiarSeptember 1992n its
domestic stock markétsThis event represent landmark event since ittesbin
effectively globalizing its financial services irgtry. Initially, pension funds,
mutual funds, investment trusts, Asset Managemearhpanies, nominee
companies and incorporated/institutional portfafl@anagers were permitted to
invest directly in the Indian stock markets. Begngn1996-97, the group was
expanded to include registered university fundsgdogment, foundations,
charitable trusts and charitable. Till December8 98vestments were related to
equity only as the Indian gilts market was opengdoun FIl investment in April
1998. Investments in debt were made from Janua®@.1Boreign Institutional
Investors continued to invest large funds in thaidn securities market. For two
consecutive years in 2004-05 and 2005-06, net imeg in equity showed
year-on-year increase of 10%. Since then, Fll flowisich are basically a part
of foreign portfolio investment, have been steadjtpwing in importance in
India.

1 The policy framework for permitting FIl investmewas provided under the Government of
India guidelines vide Press Note dated Septembetd9R, which enjoined upon Flls to obtain an
initial registration with SEBI and also RBI's genemrmission under FERA. Both SEBI's
registration and RBI's general permissions under FERfe to hold good for five years and were
to be renewed after that period. RBI's general pgsimn under FERA could enable the registered
Fll to buy, sell and realise capital gains on itwests made through initial corpus remitted to
India, to invest on all recognised stock exchantpesugh a designated bank branch, and to
appoint domestic custodians for custody of investsbeld.

2 The Government guidelines of 1992 also providedefmibility conditions for registration,
such as track record, professional competencendiahsoundness and other relevant criteria,
including registration with a regulatory organisatiin the home country. The guidelines were
suitably incorporated under the SEBI (Flls) Regulaio1995. These regulations continue to
maintain the link with the government guidelines imgerting a clause to indicate that the
investment by FlIs should also be subject to Gawvemmt guidelines. This linkage has allowed the
Government to indicate various investment limitduing in specific ¢ sectors.



Flls and Indian Stock Market... 7

Figure 1. Net FlIsInflowsin India between 1992-2010 (Rs. In Crore)
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Source: Handbook of Statistics on the Indian S&éesrMarket, SEBI.

Figure 1 shows the movement of Net FllI flows inigndrhe above figure
shows the FIlI flows are negative in 1998-99 becanisEast Asian crisis and
after that FIl flows started to increase and inseeupto 2007-08 and again in
2008-09, there is sudden decline in FIl flows daegtobal financial crisis.
Foreign institutional investors pulled out close Rs 50,000 crore (Rs 500
billion) at the domestic stock market in 2008-Ofna@st equalling the inflow in
the 2007-08, FlIs’ net outflows have been Rs 47.Z@6ore (Rs 477.06 billion)
till March 30 in the financial year 2008-09 as aghihuge inflows of Rs 53,000
crore (Rs 530 billion) in the previous fiscal, aaiog to information on the
SEBI. FlI flows into India remained strong sincerihj2009. According to data
released by the SEBI, net FIlI inflows (debt anditygocombined) in 2009-10
stood at US$30.25 billion (over Rs. 1.43 trillighe highest at any point in time
during the last three financial years, driven byhiibe equity and debt segment.
During the quarter ended March 2010, the FIlI (gefat equity combined) flows
into India stood at US$ 9.26 billion driven by stgodebt flows as against US$
6.63 billion for the quarter ended December 2008 d®8$7.93 billion for the
guarter ended September 2009. In the previous emsarthe FIl inflows were
predominantly in the equity segment while in thst ldloree months there have
been significant investments in the debt segmenwels Anecdotal evidence
suggests that the debt investments made by Flis laagely been in better rated
short term debt papers driven by attractive yields.

2. Fllsand Stock Market Behaviour: Empirical Evidence

Fll investment as a proportion of a developing ¢ots GDP increases
substantially with liberalization as such integvatiof domestic financial
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markets with the global markets permits free fldweapital from ‘capital-rich’ to
‘capital-scarce' countries in pursuit of highereratf return and increased
productivity and efficiency of capital at globaltd. Clark and Berko (1997)
emphasize the beneficial effects of allowing foneigs to trade in stock markets
and outline the “base-broadening” hypothesis. Thecgived advantages of
base- broadening arise from an increase in thesiowdase and the consequent
reduction in risk premium due to risk sharing. @thesearchers and policy
makers are more concerned about the attendantassiaciated with the trading
activities of foreign investors. They are particlylaconcerned about the herding
behaviour of foreign institutions and potential tdédization of emerging stock
markets.

In 1990s, several research studies have exploredcalise and effect
relationship between Fll flows and domestic stockhmat returns but the results
have been mixed in nature, Tesar and Werner (182995), Bhon and Tesar
(1996), and Brennan and Cao (1997) have examire@stimates of aggregate
international portfolio flows on a quarterly baaisd found evidence of positive,
contemporaneous correlation between Fll inflows stotk market returns. Jo
(2002) has shown empirically tested instances wkérdélows induce greater
volatility in markets compared to domestic investathile Baeet. al.(2002) has
proved that stocks traded by foreign investors egpee higher volatility than
those in which such investors do not have mucheste

There have been attempt to explain the impact &f &h Indian stock
market. Most of the studies generally point theitpasrelationship between FIlI
investment and movement of the National Stock Erghashare private index,
some also agree on bidirectional causality stétiag foreign investors have the
ability of playing like market makers given theiolume of investment (Babu
and Prabheesh in 2008; Agarwal, 1997; Chakral2f@il; and Trivedi and Nair,
2003, 2008). Whereas, Takeshi (2008) reported unidirectiaraisality from
stock returns to FIlI flows irrelevant of the sampleriod in India whereas the
reverse causality works only post 2003. Howevepui®e function shows that
the FIl investments in India are more stock retuhmgen. Perhaps the high rates
of growth in recent times coupled with an incregsitnend in corporate
profitability have imparted buoyancy to stock masketriggering off return
chasing behaviour by the Flls. Kumar (2001) inférthat Fll flows do not
respond to short-term changes or technical posiiothe market and they are
more driven by fundamentals. The study finds thaté is causality from Fll to
Sensex. This is in contradiction to Rai and Bhamtinyu(2003) results using

3 Trivedi and Nair (2006) investigate the determisaof Fll flows to India and the causal
relationship between Fll movement and indian stoekket. Their study finds return and volatility
in the Indian stock market emerge as principalrdatents of Flls inflows.
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similar data but for a larger period. A study byn&a (2005) also shows Fli
investments do not affect BSE Sensex. No clearatigyiss found between Fli
and NSE Nifty. Mazumdar (2004) studied the impddElbflow in Indian stock
market focusing on liquidity and volatility aspedtter study reveals that FIl has
enhanced liquidity in the Indian stock market whiteere is no evidence of
increased volatility of equity returns. Sundara®0@) found FIl data to be | (0)
i.e. it does not have a unit root at conventiomadel. It also gives positive
unidirectional granger causality results i.e. stogtirns Granger cause Fll. No
reverse causality is seen even after insertinguatsral break in 2003, as some
of the researchers suggest.

3. Methodology and Data Sour ce

There have been quite a few episodes of volatifitghe Indian stock
market over past decade induced by several adexegenous developments
like East Asian Crisis in mid-1997, imposition ofcomomic sanctions
subsequent to Pokhran Nuclear explosion in May 1%@8gil War in June
1999, stock Market Scam of early 2001 and the BMokday of May 17, 2004
when the market was halted for the first time ia take of a sharp fall in the
index. In the first quarter of 2008-09, market veamin halted in the wake of
sharp fall in the index. A sharp decline in FlIvil® coincided with the above
events and this has prompted the Indian policy msateannounce a number of
changes in Fll regulations like enhancing the agmge FIl investment limit (in
February 2001), permitting foreign investors tod&ain exchange traded
derivatives (in December 2003) etc. in order tceragate the foreign investors’
interests in the Indian capital market. So, tolitate a better understanding of
the causal linkage between FIlI flows and stock mtarkovements, a period of
nineteen consecutive financial years ranging fdamuary, 1992 to December,
2010is selected for the empirical study.

The present chapter is based on secondary markebtimonthly net Fll
flows (i.e., gross purchase-gross sales by fordéigrestors) into the Indian
equity market and monthly averages of BSE Natiomaex is a market
capitalization- weighted index of equity shares 180 companies from the
‘Specified’ and ‘Non-specified’ list of the five etk exchanges — Mumbai,
Calcutta, Delhi, Ahmadabad and Madras — and itstntpivalues are averages
of daily closing indices. Since the market for e¢yghares is subject to much
larger fluctuations than the bond market, the ermaighia on equity market in the
present study. Both the secondary data for thevaetesample period are
obtained from RBI website. The following variablasee used in the model.
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B: represents natural log of BSE National Index’s ages of daily closing
indices at month t and fepresents FllI's investment in equity at month t.

Bi=1In (B)
where, B is the monthly averages of BSE natiorge:in

It is important to note that, as mentioned earlB8E National Index is
representative market capitalization weighted ind#x five major stock
exchanges of the country and hence use of BSE mdtindex monthly returns
as the measure of Indian stock market returns é dise analysis appears
justified.)

4. Analytical Tools

Empirical work based on the time series data assuha the underlying
time series is stationary. According to Engle amdr@er (1987)a time series
is said to be stationary if displacement over tirdees not alter the
characteristics of a series in a sense that prolitgbdistribution remains
constant over time”In other words, the mean and variance of the sernies
constant over time and the value of covariance &etwtow time periods
depends only on the distance or lag between thditmeperiods and not on the
actual time at which the covariance is compute.

Before going to use the Granger causality test sheuld test the
normality and stationary properties of the variahlease of time series data. As
our data is time series in nature, first one hat®$b normality by using Jerque
Bera test and then stationarity of variables usliffgrent unit root tests.

Normality Test

The Jarque-Bera (JB) and Anderson Darling (AD)stese used to tests
whether the closing values of stock market and fBllow the normality
distribution. The JB test of normality is an asyatjgt or large sample test. It is
also based on the OLS residuals. This test firsapeges theskewness and
Kurtosis measures of the OLS residuals and usdslibaiing test statistic:

Lk=-3)y

.er =n |:S:.-"IE ,-'24
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where n = sample size, S = skewness coefficient,kar kurtosis coefficient.
For a normally distributed variable, S=0 and K=3eflefore, the JB test of
normality is the test of Joint hypothesis that 8§ &nare 0 and 3 respectively.
Under null hypothesis that the residuals are ndyrdiktributed, Jerque and
Bera showed that asymptotically (i.e., in large gi@s) the JB statistic follows
the chi-square distribution with 2 df. If the p walof the computed chi-square
statistic in an application is sufficiently low, @ran reject the hypothesis that
the residuals are normally distributed. But if fueais reasonably high, one does
not reject the normality assumption. The AndersamiDg normality test,
known as the Ais used to further verify the findings of JB test.

Unit root test (Stationarity Test)

Unit root test is used to test whether the averagd3SE and FIl flows
are stationary or not. The researcher can tedt#tionarity of variable by using
Augmented Dicky-Fuller (ADF) test and Phillips-Rarr(PP) test. ADF is an
augmented version of the Dickey—Fuller test foamér and more complicated
set of time series models. The augmented Dickeyei~(ADF) statistic, used in
the test, is a negative number. The more negdtigethe stronger the rejections
of the hypothesis that there is a unit root at stewel of confidence.

The testing procedure for the ADF test is the sasdor the Dickey—
Fuller test but it is applied to the model

Ay, =a+ Ft+yy,_y T04y,_y + -+, 44y, T &

wherea is a constant} the coefficient on a time trend and p the lag oafehe
autoregressive process. Imposing the constraint® andp = 0 corresponds to
modelling a random walk and using the constrginE 0 corresponds to
modelling a random walk with a drift.

By including lags of the order p (greek for 'rhtiife ADF formulation
allows for higher-order autoregressive processkis means that the lag length
p has to be determined when applying the test. gseible approach is to test
down from high orders and examine the t-valuesaefficients. An alternative
approach is to examine information criteria suchttas Akaike information
criterion (AIC), Bayesian information criterion (B) or the Hannan-Quinn
information criterion (HQIC). We use this alternatiapproach of determining
the lag length based on AIC.

The unit root test is then carried out under th# hypothesisy = 0
against the alternative hypothesisyof 0. Once a value for the test statistic is
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computed it can be compared to the relevant criiglue for the Dickey—Fuller
Test.

]‘:

DFE =
OSE(N

If the test statistic is less (this test is non metrical so we do not
consider an absolute value) than (a larger negatiee critical value, then the
null hypothesis of = 0 is rejected and no unit root is present.

One advantages of ADF is that it corrects for higloeder serial
correlation by adding lagged difference term onrigat hand side. One of the
important assumptions of DF test is that error #erare uncorrelated,
homoscedastic as well as identically and indepehdedistributed (iid).
Phillips-Perron (1998) has modified the DF test,iolvhcan be applied to
situations where the above assumptions may notlé. VAnother advantage of
PP test is that it can also be applied in frequelmeyain approach, to time series
analysis. The derivations of the PP test statistiuite involved and hence not
given here. The PP test has been shown to follevedime critical values as that
of DF test, but has greater power to reject thehygdothesis of unit root test.

Granger causality Test

Granger causality test was developed in 1969 apdlpozed by Simsin
1972. According to this concept, a time serigggbanger causes another time
series Yif series Ycan be predicted with better accuracy by using yalses of
X; rather than by not doing so, other informatiofesng identical. If it can be
shown, usually through a series of F-tests andiderisg AIC of lagged values
of X; (and with lagged values of, dlso known), that those,Xalues provide
statistically significant information about futuwalues of Y times series then,X
is said to Granger cause iYe. X can be used to forecast Yhe pre condition
for applying Granger Causality test is to ascertie stationarity of the
variables in the pair. Engle and Granger (1987stiat if two non-stationary
variables are co-integrated, a vector auto-regvassi the first difference is
unspecified. If the variables are not co-integratbdrefore, Bivariate Granger
causality test is applied at the first differendetloe variables. The second
requirement for the Granger Causality test is twl fout the appropriate lag
length for each pair of variables. For this purpalse researcher used the vector
auto regression (VAR) lag order selection methodilable in Eviews. This
technique uses six criteria namely log likelihoaglue (Log L) , sequential
modified likelihood ratio (LR) test statistic, fihprediction error(F&E), AKaike
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information criterion (AIC), Schwarz information itarion(SC) and Kannan-
Quin information criterion (HQ) for choosing thetiopal lag length. Among
these six criteria, all except the LR statistice amonotonically minimizing
functions of lag length and the choice of optimag length is at the minimum
of the respective function and is denoted as ada&ated with it.

Since the time series of Fll is stationary or | fi@m the unit root tests,
the Granger causality test is performed as follows:

ABy = @y + By Ay +BioABy ot BB+ ViR F Vo Fe o+ F VinFtonfyy

F=ap+ b s+ Bl s+ + B g+ V0B + ¥l B+ 4 Bin AR 8y,
where n is a suitably chosen positive integgrand y,, j = 0, 1...k are
parameters and's are constant; ansl’s are disturbance terms with zero means
and finite variances AE. is the first difference at time t of BSE averagdsere
the series in non-stationary, B the FIl flows at time t where the series is
stationary).

Variance Decomposition

The vector auto-regression (VAR) by Sims (1980) Ibesn estimated to
capture short run causality between BSE averaged-Hrinvestment. VAR is
commonly used for forecasting systems of intereglatime series and for
analysing the dynamic impact of random disturbanoesthe system of
variables. In VAR modelling the value of a varialideexpressed as a linear
function of the past, or lagged, values of thaialde and all other variables
included in the model. Thus all variables are rdgdras endogenous. Variance
decomposition offers a method for examining VARtegs dynamics. It gives
the proportion of the movements in the dependernabizs that are due to their
‘own’ shocks, versus shocks to the other variabdeshock to the ith variable
will of course directly affect that variable, butill also be transmitted to all of
the other variables in the system through the dymatnucture of VAR (Chirs
Brooks, 2002). Variance decomposition separatesahation in an endogenous
variable into the component shocks to the VAR amvides information about
the relative importance of each random innovatiomffecting the variables in
the VAR. In the present study, BVAR model has bepacified in the first
differences as given in following equations:



14 Minakshi Paliwal, S. D. Vashishtha

}-:z "_Z'ﬁ '*I:" '_Z 'x-,_f:l-:'ll".r—,r'_':-_"'.'

where¢'s are the stochastic error terms, called impuésponse or innovations
or shock in the language of VAR.

Impulse Responsefunction

Since the individual coefficients in the estimat®8R models are often
difficult to interpret, the practitioners of thieahnique often estimate the so-
called impulse response function (IRF). The IREdsout the response of the
dependent variable in the VAR system to shock&énetrror terms. So, for each
variable form each equation separately, a unitlsi®epplied to the error, and
the effects upon the VAR system over time are nofdus, if there are m
variables in a system, total of,impulse responses could be generated. In our
study there are four impulse responses possibledcn phase, however we have
considered only two which are of our interest. toremetric literature, but
impulse response functions and variance decompnsitigether are known as
innovation accounting (Enders, 1995).

5. Empirical Analysis

As outlined in the methodology the empirical anelysf impact of FlI
flows on Indian stock market is conducted in thepsirts:

First: The normality test is has been conducted faariel B. The Jerque
Bera statistics and Anderson darling test are digethis purpose. The results
are shown in Table (3 (B).1) along with descriptstatistics. The skewness
coefficient, in excess of unity is taken to belfagxtreme (Chou 1969). High or
low Kurtosis value indicates extreme leptokurtic extreme platykurtic
(Parkinson1987). Skewness value 0 and Kurtosiseva@lundicates that the
variables are normally distributed. As per theistias of Table 1 frequency
distributions of variables are not normal.
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Table 1. Descriptive Statistics of Flls

Estimates Time period(January 1992 to December 2010)
Mean 2031.739
Median 546.2450
Maximum 29506.91
Minimum -13461.39
Standard deviation 5254.431
Skewness 1.926040
Kurtosis 10.18559
Jarque-Bera 631.4772
Probability 0.000000
Andersion Darling (Adj. Value) 21.36305
Probability 0.000000
Result Not Normal

Source: Authors calculation using BSE National Indeta (Data has been accessed from RBI
Database).

These results are further supported by Jerque-feabability = 0) and
Andersion Darling (probability = 0). Zero value pfobability distribution
indicates that the null hypothesis is rejected. ROrflows are not normally
distributed.

Table 2. Descriptive Statistics of BSE National I ndex

Estimates Time period(January 1992 to December 2010)
Mean 3440.320
Median 1938.505
Maximum 10795.30
Minimum 960.1400
Standard deviation 2763.419
Skewness 1.262780
Kurtosis 3.206250
Jarque-Bera 60.99942
Probability 0.000000
Anderson Darling (Adj. Value) 23.06024
Probability 0.000000
Result Not Normal

Database).

Source: Authors calculation using BSE National Indata (Data has been accessed from RBI
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The results presents in table 2 shows that thesdtsesupported the by
Jerque-Bera (probability = 0) and Andersion Darl{jpgobability = 0). Zero
value of probability distribution indicates thaethull hypothesis is rejected. Or
BSE national index averages are not normally thigted. However, BSE
national index averages shows less variable thafiows as indicated by their
Standard Deviation.

Second: Stationary test has been conducted by BSE natiowdx
averages and Net Fll flows. Simplest way to chéekstationarity of variables is
to Plot time series graph and observed the trenthean, variance and co-
variances. A time series is said to be statiorfattyeir mean and variance of the
series are constant. BSE national Index averagaassé be trend in its mean
since it has a clear cut upward movement whichhés gign of non constant
mean. Further, Vertical fluctuation is not the sammedlifferent portions of the
series, indicating that variance is not constahusT it is said that the series BSE
national index averages are not stationery (Figjre

Figure 2. BSE National Index Averages Time Series
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Source: Authors computation using BSE National InBexa (Data has been accessed from RBI
Database).
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Figure 3. Net FIl Flows Time Series (in Rs. Crore)
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Source: Authors computation using BSE National InBexa (Data has been accessed from RBI
Database).

In case of Net FllI flows time series (Figure 3),ame and variance seems
to be constant, which indicates presence of st@tjom the time series. In
addition to visual inspection, econometric tests meeded to decide the actual
nature of time series. Or In simply, the researclsenforms the above decisions
by applying Unit root tests. The results of variaust root tests namely DF,
ADF and PP test are shown in table 3 and 4.

Table 3. Unit Root Test of BSE National Index Averages

. ! At Leve At First Difference

Variable: BSE t- statistics p-value t-statistics p-value
Without Trend
Values

DF 0.53428 0.5937 -6.19464 0.0000
ADF -0.09609 0.9473 -6.98863 0.0000
PP 0.053630 0.9615 -10.65834 0.0000
With Trend
Values

DF -1.83147 0.0684 -6.42789 0.0000
ADF -2.11103 0.5364 -7.13124 0.0000
PP -1.66719 0.7627 -10.69348 0.0000

Source: Authors calculation using BSE National Indeta (Data has been accessed from RBI

Database).

The results present in table 3 shows that the sahfighe different unit
root testi.e DF and ADF and PP values and their p- values stipiperesults of
the time series graph. It was found that BSE is stationery in both the cases
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with trend values and without trend values. BSEtaionery when the trend is
allowed only according to the Dikky Fuller test 1% significance level but

ADF and PP test does not support the view of DE 8sit is concluded that the
BSE is non- stationery series at level. Therefore, can also check the

stationerity at first difference. At First differem all the unit root tests show that
the BSE is stationery in all the cases at 1% sicamte level. So, it was found

that the BSE is stationery at their first differenc

Table4. Unit Root Test of Net FIl Flows Averages

Variable Ell At Leve At First Difference
) t- statistics p-value t-statistics p-value

Without Trend
Values
DF -4.14925 0.0000 -17.28878 0.0000
ADF -4.60525 0.0020 -12.03556 0.0000
PP -10.4613 0.0000 -69.92335 0.0001
With Trend
Values
DF -10.61406 0.0000 -2.143656 0.0000
ADF -10.7099 0.0000 -12.03258 0.0000
PP -11.2578 0.0000 -71.13907 0.0001

Source: Authors calculation using FIl Data (Data haen accessed from SEBI Database).

The results presents in table.5 shows that theegat different unit root
test results of Net Fll flows. It was found thag fll is stationery in all the cases
at 1% significance level.

Third: Correlation test has been conducted between FII BSE.
Correlation test can be seen as first indicatiom fhe existence of
interdependency among time series. Table 5 showvgdirelation coefficients
between BSE averages and Flls investment.

Table 5. Correlation Matrix between FIl and BSE

Symbol BSE Fll
BSE 1.00000 0.43482
Flli 0.43482 1.00000

Source: Authors calculation using FIl and BSE Détatg has been accessed from SEBI Database
and RBI Database).

It was found that there is a moderate degree aklation between FlI
flows and BSE averages (table 5). Further, it veasmd that the movement in the
BSE averages or Fll flows does not strongly infeeemarket movement as the
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coefficient of determination of the bse and Flinist high (f= 0.1890). The
correlation needed to be further verified for theection of influence by the
Granger causality test for long term movement amtrgy returns of stock
markets, by the co-integration. To perform co-indéign test, time series must
be non-stationary and in our findings Flls comesh®ustationary at level which
rejects the applicability of co-integration tesb, Sve can’t predict anything
about long term relationship between BSE and Filthe basis of co-integration
test. As the researcher applied Granger Causaktytd find out the relationship
between FIl flows and BSE National Index.

Fourth: To capture the degree and direction of the long teorrelation
between BSE and FIl flows, granger causality tests conducted. For the
granger causality test, the researcher neededdoofit the optimum lag length
by applying VAR are shown in the table 6:

Table 6. VAR Lag Order Selection Criteria

Lag SC HQ
0 38.53852 38.52013
1 33.97035* 33.91518
2 34.00448 33.91252
3 33.99523 33.86648
4 34.03152 33.86598*
5 34.09417 33.89185
6 34.17025 33.93114
7 34.23005 33.95416
8 34.26151 33.94884

Note: *indicates lag order selected by the criterio
SC: Schwarz information criterion
HC: Hannan-Quinn information criterion

Source: Authors calculation.

It was found that the Vector lags order selectioiteida of Schwarz
information criterion (SC) i.e. (SC=1) and Hannami@ information criterion
(HQ) i.e. (HQ=4). It was found that the HQ is mtihean the SC. Therefore, the
researcher used HQ for selecting the optimum lagtke and for applying
Granger causality test. Granger causality tesssta are shown in the table 7.
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Table 7. Results of Granger Causality Tests

Null Hypothesis F-Statistic p-Value

Fll does not granger cause BSE 6.12012 0.0001
BSE does not granger cause FIIS 2.28553 0.0613
No. of lags specified by HQ 4 4

Source: Authors calculation using FIl and BSE Détaté has been accessed from SEBI Database
and RBI Database).

The results of granger causality test (presenalitet7) shows that the F-
statistics of FIl and BSE was significant. Therefothe null hypotheses were
rejected and alternative (i.e. Fll granger caus& B8d BSE granger cause FlI
were accepted. In other words, there is statisesaédlence that any forecast
about the movement of market depends on the moveohéil flows and vice-
versa. It can also be shown from the following @rap

Figure 4. Movement of BSE Averagesand FIl Flows
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-10,000

-20,000

I BSE
 Fis

Source: SEBI Database and RBI Database.

The above graph shows that if there is movemenhénBSE averages
then FIlI flows are also affected. Fll flows are meolatile than BSE averages
because the graph show that if the BSE is increaseécreased by one points
the FIl flows are moved by more than one point. BS€rages shows frequent
downward trend which causes Flls to disinvest dnsl influence of BSE and
Fll flows are supported with the outcome that BS&nger cause Flls and Flls
granger cause BSE.

Fifth: In the context of varying causal links of BSE wikils net
investment, Sim’s VAR were applied and short runsed links were explored
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by using Variance decomposition and Impulse respdusctions. Variance
Decomposition determines how much of the n stepdlfigrecast error variance
of a given variable is explained by innovationsetch explanatory variable.
Generally it is observed that own shocks explairstmaf the forecast error
variance of the series in a VAR. Table 8 shows tésults of Variance
decomposition of FIl and BSE at 2, 5 and 10 peridighe case of Bivariate
modelling of BSE and Fll, BSE explains 91% of itsroforecast error variance
while FIl explains only 9% of BSE variance; but ENplains 81% of its own
forecast while BSE explains only 19% of FIl varian@ his indicated that BSE
defines Fll more than FIl defines BSE which conelud the result that BSE
causes FIl in short run. It indicates that Fll dat hesitate to pull out their
money from Indian market whenever market faces aard trend.

Table 8. Results of Variance Decomposition

Decg/rr?:)gi]gin of Variance Periods BSE Fll
2 94.27 5.73
BSE 5 91.41 8.59
10 91.30 8.70
2 20.00 80.00
Fll 5 19.18 80.82
10 19.14 80.86

Source: Authors calculation using FIl and BSE D&até has been accessed from SEBI Database
and RBI Database).

Sixth: To investigate dynamic responses further betweenvtriables,
Impulse Response of the VAR system has also bettmatsd. The impulse
response functions can be used to produce the piatle of the dependent
variables in the BVAR, to shocks from all the expltory variables. The shock
should gradually die away if the system is stafilbe Impulse Response
functions (IFRs) as generated by the VAR modekhmvn in figure 5.
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Figure 5. Responseto Cholesky One S.D. Innovations + 2S.E
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Source: Authors calculation using FIl and BSE D&até has been accessed from SEBI Database
and RBI Database).

The response BSE to one standard deviation sho¢llts sharp and
significant and dies after ten lags. Whereas respasf Fll to one standard
deviation shock to BSE is also sharp and signifieard dies after ten lags. It
implies that Flls and BSE are correlated with eather. As indicated by
variance decomposition, similar pattern of caugadditalso observed graphically
using impulse response functions. Impulse respduaeetion indicated that
BVAR (Bayesian VAR) is stable.

6. Conclusion

This chapter empirically investigates the causialtienship between BSE
averages and Fll flows in Indian economy. The nedea also investigates the
degree of interdependency between BSE averages-larftbws. First of all,
normality of time series in checked. And found ttiee BSE averages and FlI
flows both are not normally distributed. After thetationarity is checked and
found that FIl Flows are stationery at level buttB&/erages are non-stationery
at level. BSE averages are stationery at theit @iference. In this chapter
correlation test is also applied and shows thatBE& averages and FIl flows
are positively correlated with each other. The @ation is further verified by
the direction of influence by Granger Causalityt.t€Sranger Causality test
shows that Both FIl and BSE Granger cause each.dtherder to find out the
short term causality between two time series, wmagadecomposition and
Impulse Response function is used. Variance decsitipo and Impulse
response function provide the same result as thadger Causality test provides.
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Streszczenie

ZAGRANICZNI INWESTORZY INSTYTUCJONALNI I RYNEK AKCJI
W INDIACH: BADANIA ZWIAZKU PRZYCZYNOWEGO

Aczkolwiek brak stabilngi zwigzany z przeptywami kapitatu portfelowego jest
dobrze znany, to istnieje réwgiebawa,ze zagraniczni inwestorzy instytucjonalni mog
wprowadzé& zaktocenia na rynkach krajéow przyjmaych z uwagi na wywieranna
nich presg, aby zapewniazyski kapitalowe. W tym konfele niniejszy rozdziat probuje
pozna&  kierunek  przyczynowoi  pomidzy  zagranicznymi  inwestorami
instytucjonalnymi (FlIs) i dziataniem indyjskiejedily. Aby utatwi lepsze zrozumienie
zwigzku przyczynowego edizy przeptywami FIl i magymi miejsce w tym samym czasie
wynikami gieldy papieréw warfoiowych (BSE National Index), wybrany zostat okres
dziewktnastu kolejnych lat pogwszy od stycznia 1992 do grudnia 2010. Do zbadania
kierunku przyczynowoi zastosowano test przyczyngeidsrangera.



